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Introduction % KECRLOD

Engine Cylinder Pressure Estimation: This useful
infgrmation can be used to obtain the instant torque, detect
disturbances in the engine operation, compute the optimal
spark timing, etc.

Traditional methodology: Most modern spark ignition
engines use look-up table approach (cylinder pressure values
are mapped for di{f%rent operating conditions). This approach
does not scale well with cl‘ﬁmges in operating conditions, as
the amount of required memory can grow very quickly.

Our method: We use a model that computes the estimated
engine pressure based on specific conditions (e.g.: speed,
amount of fuel being used, engine parameters). We can then
generate: instant torque, optimal spark timing, etc.

Hardware imdplementation: This model is best suited for
dedicated hardware implementation for real-time cylinder

pressure estimation. OAKLAND
UNIVERSITY.




Cylinder Pressure Model
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= Relationship among heat release rate, pressure, volume, and
heat lost (heat release) for a closed cylinder engine:

dQHR __

)/Pd

1

do

V dP dQHT st 1
-+ " V—+— (15t Law of Thermodynamics)

d —1

= Discrete Model:

dQHR

P(n+1) = P(n) + Ag | L2 4%R

_ Y dv 1 P(n+1)—P(n) dQyr
-1 P(n) do a y—1 V(n) (9(n+1)—9(n)) v do -

| P(n) dV _(y—l)dQHTH
v(n) dé I, v(n)dobl, vm) dbé In|

= Empirical model for the Heat Transfer Rate:

dQur
do

 dQyr dt

30

heorr(m) = ¢ X 0.013 X V(1)~0%6 x P(n)%8 x T,(n) 0% x (v, + 1.4)"".
= Model for the Heat Release Rate:

dQur

do
n

_p\B
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Cylinder Pressure Model <= ¥t xLan

Model Calibration: Heat Release and Heat Transfer models
are calibrated based on actual pressure traces.

= Heat Transfer model: Calibrated based on a specific engine type.

= Heat Release model: calibrated for a certain engine and
operating conditions, resulting in a, 3, ¢, and Af5.

Coverin%ﬁlll operating range of an engine: Cylinder
pressure data can be collected that covers the entire operating
range of an engine. For a set of specific conditions (e.g.: load,

rpm, valve timing), the heat release and heat transfer
parameters can be determined.

Interpolation: The parameter space can be interpolated to

cover the full operating space and then used to produce sets of

heat release parameters that cover the full range of speed,
load, spark timing, etc.

OAKLAND
UNIVERSITY.




Hardware Implementation =
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Dual Fixed-Point (DFX) Arithmetic:

DFX is a compromise between Floating Point (high resource
usage) and Fixed Point (reduced dynamic range).

n-bit DFX number: (n — 1)-bit signed significand and exponent
bit E. Notation: [n py pq].

It acts as two signed FX formats: it acts as the FX format [n — 1 py]
(numO0, E = 0) for numbers representable with this format; else, it
acts as the FX format [n — 1 p;] (num1, E = 1).

EX,PO‘NEliT SIGNED SIGNIFICANT: n-1 bits N E B O’ if _ B S D < B B . Zn—po—z
L= — - -~ |lifD<—-BandD > B’~
numo: | 0 | i, J
numi: [T ] i | e D:decimal value to represented by DFX
/‘:::;:::::\pl e B:boundary value
FH‘\%M%HM_H_H_F e numl has a larger dynamic range than
c:ut'v 3 ! it num0, but numO has better resolution
: 3 : *I  than numl. QAKLAND
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Hardware Implementation-= "
DFX Architecture

We use custom DFX units for arithmetic operations (addition /
subtraction, multiplication, division) as well as exponential and
powering functions (based on DFX CORDIC). In some operations,
LUTs are used. Iterative DFX units require a start and done signals.

i

&

The DFX format: We tested many variations of po and pi1, and
based on the range of values of the operations, we determined the
optimal numerical format to be [32 14 5].

Hardware: described in VHDL at the Register Transfer Level (RTL).

Architecture: The discrete model equations were slightly modified
to comply with the data units as well as to optimize the

hardware in terms of speed and accuracy:
Btejm Ctejm
_yP(n) av + _(V_ 1) dQHT
V) 46| T V() df |

Atejm

T
180

. (]/ - 1) dQHR
AP = V(n) do |

OAKLAND
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Hardware Implementation=

DFX Architecture Po vc Evo my 1, Go@ B A6y T ¢ rpm start
: : Py
The start signal begins 2| = @ =2
. lon So INg & NG g < Tg(n) Y
the process (datainputs| ¥V ¥ T v iy vy Vv ¥ 4 ¥ 4 V4 b oy
are Captured at this LUT W ATerm B Term C Term
time). done is asserted |va ] | o TR I L7
P(n) dg 0% I N 9% < 9% < o

each time a new P(n)

. 55 > |
value is computed. %ﬁ oo
N d3 <ut>‘ ﬁ‘ :‘ E €3]
Any change in the ?l s ittid
engine operating & | Fem |
o o . > ]
conditions is addressed | [* "tz N Wy o
) - \(n P see
by loading new model L — Lur | 0=
and engine parameters. T "

P (n) gnv do;:e
The A, B, C terms implement portions of the pressure equation.

Data transfers are orchestrated by a Finite State Machine (FSM)

that controls the start and done signals of every unit. OAKLAND
UNIVERSITY.




Hardware Implementation =
DFX Architecture:

A and B computation units.

aé — h—h h«i ‘ol @
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Hardware Implementation <

DFX Architecture:

The C term is shown along with the hcorr computation term.

RELC KLAD

hcorr is the most resource intensive component.

sC @ P T,(n rom
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Embedded System
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For real-time hardware validation, the pressure estimator was placed

in a reconfigurable embedded system.

[t was implemented on a
Programmable System-on-Chip
that integrates:
* Processing System (PS): dual-
core ARM® processor and
common peripherals

e Programmable Logic (PL): run-
time reconfigurable fabric
(FPGA).

The PS feeds data to and
extracts data from the Pressure
Estimator via an AXI4-Full
Interface.

AXI Pressure Estimator Peripheral: It includes our design.

wn

AXI| Pressure Estimator

Pressure |

AXI Interconnect ‘

Interrupts

USB /UART/
Ethernet
e
. CAN «—
Partlal & Full APU
Bitstreams \ 4
E
Q AR
Software £ ©] ARM
Application =
\
A
— | [
Bitstreams T card

| DevC I
Pl

Estimator |

Recpnfigurable
Parfition (RP)

CAP Interface PL

Target device: Xilinx® XC7020
Zyng-7000 All Programmable
SoC.

[t was tested on a ZED
Development Board.

It is located in the PL, and it runs at 50 MHz.

OAKLAND
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Embedded SYStem @fé KELKLAObH

Pressure Estimator Peripheral: our design +
a 32-bit AXI4-Full Slave Interface (2 FIFOs, control, and extra logic).

With this configuration, we feed the 13 sets of data (from two OEMs)
and then retrieve the pressure traces via the AXI4-Full Interface

S_AXI_AWID B B S_AXI_ARID
=L ARDIDR © > Pressure Estimator FIFO Interface (6 S AXLARADDR
S_AXI_AWLEN 8, _ 8, S_AXI_ARLEN
> - N/
S_AXI_AWSIZE 3 Po PRESSURE 3 S_AXI_ARSIZE
<> > 9, ESTIMATOR <
S_AXI_AWBURST 2, ~ > 16, 9, S_AXI_ARBURST
S_AXI_AWVALID =~ 8 1 >{apec _S_AXI_ARVALID
> : €= - <
_S_AXI_AWREADY RIRSREs s 1, RS S_AXI_ARREADY_
< FWFT L —{m, FWFT >
>
S_AXI_WDATA 32 4| 2~ 32 5 S_AXI_RDATA
>——>DI DO 7 P(n)=—>|pI DO 3 >
S AXLWSTRB 4, | [ >|wren rdenl<— pm >(wren  rden|< S_AXI_RID
7> >V C >
S_AXI_WLAST > 2 S_AXI_RRESP
T > _g ® i § & S _g 7 e
S AXIL WVALID - 4 o § 8 L SE _AXI_RLAST
_S_AXI_WREADY S_AXI_RVALIQ.
3 A J ‘ 7
e F ~ < S_AXL_RREADY
_S_AXI_BID " iempty | Esm |owren
< ITu
S AXI_BRESP 2 ! — < ol
_S_AXI_BVALID < cempty|
. FSM
S_AXI_BREADY  _ | <
> -— E
S_AXI_ACLK | N mem_rden | —OD_Q 5
T r =DgS\ OAKLAND
S_AXI_ARESETN mem_wren axi_arv_arr_flag = UNIVERSITY.
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Embedded System
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to EVO (exhaust valve opening) for both the 64-bit floating-point
MATLAB® model and the 32-bit DFX hardware.

We also show relative error curves: Rel. Error = ‘

1800 T
Eng.1 Set1: FPGA
I N --=-=-=-- Eng.1 Set1: MATLAB |
1600 [\ Eng.2 Set1: FPGA
[ o\=----- Eng.2 Set1: MATLAB
1400 | \ .
©
< 1200
o
7 1000
[7)]
o
% 800
[0}
2
= 600
O

-100 -50 0 50 100
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We show results for 2 sets (out of 13). Note that the curves
are pretty close. This occurs for all the 13 sets.
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Embedded System & RECKLab

The relative error between the MATLAB® results and
the hardware results were shown for 2 sets. The table depicts these
relative error results (maximum, average) for all the 13 sets.

This error is the quantization -_
error between 64-bit floating- MAX.

point and 32-bit DFX arithmetic. | 00 | a8
ENGINE 1 2 0.70% 4.02%

These results suggest that the 3 161%  9.26%
use of dual fixed-point 1 047%  1.13%
< hmeti . 4 lts ol 2 115%  6.29%
arithmetic provides results close T o | aew
to those of floating-point 4 083%  3.75%
: 5  153%  6.02%
without the large.hardw.are ENGINE 2 — T
overhead of floating-point 7 129%  6.83%
: : 8  241%  7.95%
arithmetic. - T
10 147%  6.75%

OAKLAND
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Embedded System

Execution Time:

A pressure data point P(n) is computed in a maximum of:
T, = (13n +4(p, — p,) + 311) cycles.

- Note that this T, is an upper bound as the DFX multiplier takes up to
n + 1 cycles, but it takes fewer cycles on average.

T,,=753 clock cycles for [32 14 5]
Pressure Trace Computation cycles: (IVC — EVO) x T, cycles.

Processing time: It depends on [IVC-EVO, crank angle resolution,
and operating frequency (50 MHz). For a crank angle resolution of
1°, the pressure trace computation can take up to:

 2.951 ms for the Engine 1 sets (IVC-EVO=196¢ for all sets).

 3.192 ms for the Engine 2 sets (IVC-EVO=212° for all sets).

OAKLAND
UNIVERSITY.




Embedded System &8 RECKLOD

The hardware can support real-time pressure computation at 1°
crank angle resolution and keep up with speeds up to 10000
rpm (at 10000 rpm, the IVC-EVO time duration is 3.26 ms for
Engine 1 Sets and 3.53 ms for Engine 2 sets).

The table shows the actual processing times for the 13 sets,
which are shorter than the reported maximum times.

1 2.6671

ENGINE 1 2 1300 46.15 2.6613
3 2.6609
1 1250 48.00 2.8800
2 1250 48.00 2.8959
3 1250 48.00 2.8988
4 2000 30.00 2.8833
5 2000 30.00 2.8979

ENGINE 2 6 2000 30.00 2.9083
7 3200 18.75 2.8967
8 3200 18.75 2.9033
190 4000 15.00 29068  AKLAND

4000 15.00 2.9260 UNIVERSITY.
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Conclusions

X

A model for pressure estimation was implemented on dedicated
hardware using a non-standard numerical representation that can
handle large numerical ranges with reasonable resource
requirements.

Hardware design tested in real-time using a reconfigurable
embedded system using 13 sets from 2 OEMs (original equipment
manufacturers).

Numerical results show that the accuracy of the DFX architecture is

close to that of a double-precision software realization in
MATLAB®.

The hardware design can keep up with engine speeds of up to 10000
rpm with 12 crank angle resolution.

OAKLAND
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