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ABSTRACT 

 

 

 

HUMAN SUBJECT IDENTIFICATION AND INDOOR LOCALIZATION VIA 

PASSIVE SPECTRUM MONITORING 

 

 

by 

 

HUAIZHENG MU 

 

 

Adviser:  Professor Jia Li, Ph.D. 

 

 

 Human subject identification and indoor positioning have great development and 

wide applications. The existing identification and indoor positioning methods have their 

specific limitations. This thesis proposes human subject identification and indoor 

positioning approaches, which utilize passive radio frequency (P-RF) signal as a 

biometrics modality to achieve identification and indoor positioning. It is verified that 

different human subjects could generate different spectrum signatures, and human subject 

at different locations can disturb the spectrum differently. And these spectrum 

characteristics can be distinguished and estimated by machine learning (ML) algorithms 

to realize human subject's identification and indoor positioning. The passive spectrum of 

the frequency bands that are sensitive to human occupancy are acquired via software-

defined radio (SDR). Different machine learning algorithms have been investigated to 

attain the best identification and positioning accuracies. Experimental results from seven 

volunteers indicate the classification accuracy is higher than 94% using k-nearest 

neighbors (KNN) algorithms. The positioning experiments show a positioning error as 

low as 0.8m among all tested scenarios using Gaussian process regression (GPR). 



 vi 

TABLE OF CONTENTS 

 

 

 

ACKNOWLEDGMENTS  iv 

 

ABSTRACT  v 

 

LIST OF TABLES  viii 

 

LIST OF FIGURES  ix 

 

LIST OF ABBREVIATIONS  x 

 

CHAPTER ONE 

INTRODUCTION   1 

 

1.1 Human Sensing  1 

 

1.2 Human Subject Identification  2 

 

1.3 Human Subject Indoor Positioning  4 

 

1.4 Thesis Contributions  6 

 

1.5 Thesis Outline  7 

 

CHAPTER TWO 

LITERATURE REVIEW  9 

 

2.1 Passive Radio Spectrum Applications 9 

 

2.2 Existing Identification Techniques  14 

 

2.3 Existing Indoor Localization Techniques 16 

 

2.4 Software Defined Radio  17 

 

2.5 Machine Learning Algorithms  18 

 

2.6 Discussions  19 

 

 

 

 



 vii 

TABLE OF CONTENTS—Continued 

 

 

 

CHAPTER THREE 

HUMAN SUBJECT IDENTIFICATION  22 

 

3.1 Overview   22 

 

3.2 Data Acquisition  23 

 

3.3 Data Pre-processing  28 

 

3.4 Classification and Identification  29 

 

CHAPTER FOUR 

HUMAN SUBJECT INDOOR POSITIONING  31 

 

4.1 Overview   31 

 

4.2 Data Acquisition and Data Pre-processing 32 

 

4.3 Classification and Estimation  34 

 

CHAPTER FIVE 

RESULTS      39 

 

5.1 Evaluation Method  39 

 

5.2 Identification Results  39 

 

5.3 Indoor Positioning Results  46 

 

CHAPTER SIX 

CONCLUSION    53 

 

6.1 Overview of Thesis  53 

 

6.2 Future Directions  54 

 

 

REFERENCES    56 



 viii 

LIST OF TABLES 

 

 

 

Table 1 The frequency range of each band. 10 

 

Table 2 The information of seven volunteers. 25 

 

Table 3 The information of the experiment setup. 27 

 

Table 4 Human subjects’ identification accuracy for different machine learning 

models       in different environments. 39 

 

Table 5 The identification of human subjects carrying a cell phone accuracy for 

different    machine learning models in different environments. 42 

 

Table 6 Residuals at different positions for different numbers of devices. 49 

 



 ix 

LIST OF FIGURES 

 

 

 

Figure 1 The whole framework of our research. 6 

 

Figure 2 Human subject identification system. 23 

 

Figure 3 The RTL2832U device.  24 

 

Figure 4 The distributions of the devices and human occupying locations. 26 

 

Figure 5 The power spectrums collected by the 5 SDRs for human subject 1. 28 

 

Figure 6 Human subject indoor positioning system. 30 

 

Figure 7 The distributions of the devices and human occupying locations. 32 

 

Figure 8 The power spectrum collected by the 6 SDRs when location 1 is occupied 

by                    a human subject. 34 

 

Figure 9 The confusion matrix of KNN in the lobby. 40 

 

Figure 10 The confusion matrix of KNN in the living room 41 

 

Figure 11 The confusion matrixes of using KNN to classify                              

 different human subjects in the lobby. 43 

 

Figure 12 The confusion matrixes of using KNN to classify                                 

 different human subjects in the living room. 44 

 

Figure 13 The accuracy for different number of SDRs. 46 

 

Figure 14 The distributions of the training positions and testing positions. 47 

 

Figure 15 The human occupancy position estimation results. 48 

 

 



 x 

LIST OF ABBREVIATIONS  

 

 

 

RF Radio frequency 

 

P-RF Passive radio frequency 

 

PHSID Passive human subject identification 

 

PHSIR Human subject identification with radio frequency 

 

PIR Passive Infrared 

 

ML Machine learning 

 

KNN K-nearest neighbors 

 

GPR Gaussian process regression 

 

ITU International telecommunication union 

 

ID Identification 

 

EEG Electroencephalogram 

 

SVM Support vector machines 

 

GPS Global positioning system 

 

RFID Radio frequency identification 

 

WLAN Wireless local area network 

 

SDR Software-defined radio 

 

DVB-T Digital video broadcast technology 

 

TV Television 

 

 



1 

CHAPTER ONE 

INTRODUCTION 

 

 

 

1.1 Human Sensing 

 In recent years, modality recognition, artificial intelligence, and machine vision 

have become hot topics. With the development of these technologies, human sensing has 

brought great convenience to our lives. Human sensing (e.g., human presence detection, 

counting, localization, tracking, and identification) plays a pivotal role in people's daily 

life. In the automotive field, the human-sensing-based applications are most commonly 

applied to either the surrounding pedestrians’ detections, or the driver’s identification and 

authentication. Meanwhile, these technologies are commonly used in indoor navigations, 

access control, and alarm devices. Therefore, human sensing becomes an indispensable 

part of our lives. 

 The realization of human sensing is mainly based on observable human body 

characteristics and specific human properties. For example, fingerprint recognition and 

face recognition are developed by utilizing observable human body characteristics. There 

are some human sensing methods, such as voice, signature, and signal recognition, which 

are based on the specific properties of the target objects. In addition, two types of sensors 

are studied in human sensing with respect to the mechanism of how they receive the 

signals from the objects:  sensors. Electric field sensors, ultrasound, doppler-shift sensors, 

and lasers can be classified as active sensors, while passive sensors are known as motion 

sensors, pressure-sensitive sensors, inertial sensors, and passive infrared (PIR) sensors. 
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 Our previous research found that the radio frequency is very sensitive to the 

human subject. It is verified in our previous research That human occupancy has a strong 

influence on the passive RF spectrum [1]. This method is achieved by utilizing the 

passive spectrum in the environment, and there is no need to add any new signal sources. 

Therefore, this method does not need to occupy the radio frequency band.  

 Based on the sensitivity of the passive RF signals to the human subject, we 

propose two hypotheses in this thesis. First, different human subjects could generate 

different spectrum signatures. Second, the occupation of human subject at different 

indoor locations will generate different RF signatures on the passive spectrum. Based on 

these two hypotheses, two applications of passive RF spectrum monitoring approaches 

are proposed: human subject identification and indoor positioning.  

1.2 Human Subject Identification 

 Identity authentication is an important part of information security which relies on 

physiological recognition and human classification towards individual identification. 

Traditional authentication methods mainly rely on various certificates, pins, and 

passwords. However, certificates are easy to lose, and passwords are very liable to forget 

and crack [2][3]. Therefore, biometric identification is becoming more and more popular. 

Biometric identification is to use human biological characteristics for classification 

towards identity authentication. These technologies mainly utilize the inherent 

physiological or behavioral characteristics to verify personal identity. Physiological 

biometric technology utilizes the human body structure and shape, which includes 

fingerprint recognition [4][5][6], face recognition [7][8][9], and iris recognition 

[10][11][12]. The behavioral characteristics refer to behavior patterns of a human subject 
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such as signature [13], voice [14], and gait [15][16]. Biometric identification is a reliable, 

convenient, and fast method to provide authentication. 

 Currently, identification (ID) technologies are based on fingerprint or face 

recognition widely applied in our daily life such as account login, online payments, and 

access control.  These technologies have their own strengths and limitations. For 

example, fingerprint recognition can identify humans with high accuracy, but this 

technology requires the users to be close to the ID devices and cannot realize ID without 

touching the device.  Face, iris, and gait recognition rely on a camera to capture the 

biometrics, which can only work in a well-lit environment. In addition, some researchers 

utilized Electroencephalogram (EEG) to identify human subjects [17]. Although the ID 

accuracy of EEG is very high, it requires contact sensors using complex equipment to 

receive the signals. Hence, the EEG technology is relatively complicated and costly. 

Therefore, it is important to develop a user-friendly and low-cost solution to overcome 

these limitations.  

 Passive Radio Frequency (P-RF) signals are available almost anywhere except in 

extreme environments. P-RF signals have multiple benefits such as less contamination of 

spectrum, low interception, and reduced power requirement. In previous research, human 

occupancy can alter the passive spectrum [1][18]. According to these characteristics, P-

RF signals can be utilized to detect human presence. Based on the previous research, we 

propose a new hypothesis, which is that different human subjects could generate different 

spectral signatures, and a system of human ID can be developed for P-RF spectral 

monitoring. The method neither requires the touch of any device nor depends on the 
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lighting condition of the environment. Software-defined radio (SDR) acquires the P-RF 

spectrum in the frequency bands that are sensitive to human occupancy.  

 Statistical machine learning (ML) algorithms are widely used and can classify the 

sample spectrums associated with different human subjects, including decision trees, 

support vector machines (SVM), k-nearest neighbors (KNN), and random forest. The 

trained ML algorithms can be employed to achieve human subject identification.  

1.3 Human Subject Indoor Positioning 

 The development of mobile computing devices and the advancement of wireless 

network technology have made positioning technology a hot research topic. Positioning 

technology has been applied in different areas ranging from national defense to security 

in our daily lives. For instance, military navigation services such as intelligence 

collection, explosion monitoring, and emergency communications all depend on the 

accurate positioning of human operators. Applications such as private navigation, 

monitoring, rescue, and transportation are in huge demand. Therefore, positioning 

technologies have become an essential function in our life.  

 The Global Positioning System (GPS) is a mature positioning system based on 

satellite signals. However, it is not suitable for indoor positioning. First, the materials of 

the building can appreciably attenuate the satellite signals. Second, there are many 

electronic devices in indoor environments. The presence of these signals interferes with 

the transmission of satellite signals. This will greatly lower the accuracy of GPS-based 

positioning in an indoor environment. Therefore, positioning technologies other than GPS 

are required for indoor positioning.  
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 Existing indoor positioning methods are mainly based on labeling techniques and 

active signals. The signal transmitters should be placed in the indoor environment, and 

users need to obtain the signal strength of the signal receivers and the information about 

the signal source to locate the human subject. The mainly indoor positioning technologies 

via active signal include infrared, ultrasonic, and WIFI positioning. Labeling technique 

such as RFID positioning is to add tags to the human subject and to acquire data from the 

tags to achieve the target’s position. Although the existing methods can achieve human 

subject indoor positioning with high accuracy, the limitations of these methods cannot be 

ignored. The existence of obstacles greatly affects the accuracy of infrared positioning. 

Ultrasonic positioning is limited by the positioning range. In addition, when the location 

of the signal transmitter is unknown, or the human subject does not carry a tag, 

positioning becomes very difficult. Therefore, we propose a method that is based on the 

passive RF spectrum, which requires neither knowing the origin of the signal source nor 

tagging the human target to achieve indoor positioning.  

 Based on the previous research, human subject occupancy can alter the passive 

spectrum. We proposed another new hypothesis, human subject’s occupations at different 

indoor locations can generate different RF signatures on the passive spectrum. Our indoor 

positioning method can classify and estimate human subject locations by detecting and 

processing the variations of the scanned spectrum. 

 Two ML algorithms are used to achieve indoor positioning. A decision tree is 

used to classify a human subject’s position on a grid. Then Gaussian process regression is 

employed to estimate the coordinates of the human subject. This process provides a 

higher resolution of indoor localization than the decision tree algorithm [19].  
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1.4 Thesis Contributions 

 This paper presents passive human subject identification (PHSIR) and indoor 

positioning with radio frequency classification approaches utilizing a new biometric 

sensing modality. A passive spectrum monitoring method is developed to collect human 

subject signature samples, which are used to train machine learning algorithms to classify 

human subjects and estimate their indoor positions. The whole framework of our research 

is shown in Figure 1. 

 

 

 

Figure 1. The whole framework of our research. 

 

 

 A passive spectrum monitoring approach is developed for human sensing, which 

does not need to take up crowded frequency bands so using passive spectrums can save 

energy. In addition, radiation of RF signals lead to electromagnetic pollution and harmful 

to people's health. Therefore, passive sensing techniques are preferred overactive sensing 

techniques if they can get the comparable results. The contributions of this research are as 

follows.  

In the area of human subject identification: 
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• The hypothesis that different humans generate different P-RF spectrums 

signatures is verified.   

• Four ML algorithms were applied to classify the passive power spectrum for 

human subjects’ identification. The classification accuracy is over 94%.  

In the human subject indoor localization part: 

• The hypothesis that human subject at different locations generates different 

signatures on the passive RF on the spectrum is verified. 

• A decision tree is trained to roughly classify a subject’s position on a grid. And 

the Gaussian process regression (GPR) method is employed to estimate the indoor 

location, and the average error is lower than 0.8 m. 

1.5 Thesis Outline 

 The remaining chapters of this thesis are organized as follows. Chapter Two 

reviews the passive radio spectrum monitoring applications, existing identification and 

indoor positioning techniques in the literature, several ML algorithms used in our human 

subject identification and indoor positioning methods, explaining the software-defined 

radio to support human occupancy authentication and indoor localization, as well as 

discussing the feature of our methods. Chapter Three presents the proposed identification 

technique, which includes using SDR to collect raw data for each human subject, 

preprocessing the raw data, and utilizing four ML algorithms to classify different human 

subjects. Chapter Four focuses on our indoor positioning technique. Chapter Five shows 

the experimental results. In the human subject identification experiment, the 

identification results of the two different experiments are compared. And the influence of 

human subjects carrying a cell phone is considered. In the human indoor positioning 
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experiment, the effect of using a different number of SDRs on the accuracy of the human 

occupying positions classification is discussed. Based on the known human occupying 

position coordinates, the estimated human subject’s position is calculated. Chapter Six 

discusses the conclusions and future directions of our research. 
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CHAPTER TWO 

LITERATURE REVIEW 

 

 

 

2.1 Passive Radio Spectrum Applications 

 Radio technology transmits signals through radio waves. The principle of radio 

technology is based on the theory of electromagnetic waves. Radio can be transmitted in 

an air or vacuum environment. Based on this phenomenon, radio can realize information 

transmission. Information can be loaded on radio waves through modulation. When the 

electric wave propagates through space and reaches the receiving, the information can be 

extracted from the current through demodulation, and the purpose of information 

transmission can be achieved.  

 Radio has a wide range of applications. The earliest application of radio was the 

telegraph. The use of the Morse telegraph can realize the transmission of information 

between ship and land station. With the rapid development of wireless communication 

technology, the number of available frequency bands has greatly increased. Radio 

applications are becoming more and more extensive. Nowadays, the main applications of 

radio include wireless communications, broadcasting, radar, communication satellites, 

navigation systems, and networks. 

 Radio waves are generated by the rapid vibration of the magnetic fields. The 

speed of vibration is the frequency of the wave, and different frequency bands can be 

used to transmit various information. Radio spectrum is electromagnetic waves with 

frequencies between 3Hz and 300GHz. The International Telecommunication Union 
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(ITU) divides the radio spectrum into 12 frequency bands. The frequency range of each 

band is shown in Table 1. 

 

 

Table 1. The frequency range of each band. 

Band Name (Abbreviation) Frequency 

Extremely low frequency (ELF) 3-30Hz 

Super low frequency (SLF) 30-300Hz 

Ultra-low frequency (ULF) 300-3000Hz 

Very low frequency (VLF) 3-30KHz 

Low frequency (LF) 30-300KHz 

Medium frequency (MF) 300-3000KHz 

High frequency (HF) 3-30MHz 

Very high frequency (VHF) 30-300MHz 

Ultra-high frequency (UHF) 300-3000MHz 

Super high frequency (SHF) 3-30GHz 

Extremely high frequency (EHF) 30-300GHz 

Tremendously high frequency (THF) 300-3000GHz 

 

 

 Currently, with the rapid development of radio and the widespread application of 

communication equipment, the radio frequency (RF) spectrum becomes a very important 

resource of the country. Many countries have very strict control over the use of the RF 

spectrum. The U.S. government owns nearly 60% of the radio spectrum. Most of the 

https://en.wikipedia.org/wiki/Ultra_low_frequency
https://en.wikipedia.org/wiki/Very_low_frequency
https://en.wikipedia.org/wiki/Low_frequency
https://en.wikipedia.org/wiki/Medium_frequency
https://en.wikipedia.org/wiki/High_frequency
https://en.wikipedia.org/wiki/Very_high_frequency
https://en.wikipedia.org/wiki/Ultra_high_frequency
https://en.wikipedia.org/wiki/Super_high_frequency
https://en.wikipedia.org/wiki/Extremely_high_frequency
https://en.wikipedia.org/wiki/Tremendously_high_frequency
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spectrum owned by the government is from 300 MHz to 3 GHz frequency band [20]. Due 

to the limited radio spectrum resources, the reasonable use of spectrum monitoring 

becomes crucial. If the usage and changes of the spectrum can be recorded and analyzed, 

the spectrum resources can be effectively utilized, and many applications can be realized 

by using the characteristics of the spectrum. In order to ensure the normal transmission of 

information, maintain the transmission of radio waves, and effectively utilize the limited 

spectrum resources, the establishment and improvement of radio monitoring methods 

have great significance to the implementation of spectrum management. 

 Radio signals mainly include active and passive signals. The active signal is the 

detection signal sent out by the transmitter actively, and then the devices receive the 

signal, finally, the change of the measured signal is detected through the conversion 

circuit. The passive signal means that it does not actively transmit the signal, just using 

the receiver detects the change of the external measured signal, and then the data is 

monitored by the sensitive element and the conversion circuit. Radar, Wi-Fi, and 

ultrasonic technologies are mainly realized by using active signals. The main applications 

of passive signals include passive infrared signals, passive radar, and radio frequency 

identification (RFID) technology. In our research, we just utilize the characteristics of the 

passive RF spectrums to the environment and artificial intelligence method to achieve 

human subject identification and indoor positioning. Passive signals include many 

advantages. First, the passive signal has no specific signal source or signal transmitter, so 

our methods do not need to take up any spectrum’s resources. Second, passive signals are 

safer than active signals because passive signals do not transmit signals but passively 

receive signals. Therefore, electromagnetic signals cannot be used to capture, track and 
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attack passive signals. Third, passive signals are more friendly than active signals 

because passive signals are relatively easy to deploy and low maintenance costs. Based 

on the above-mentioned advantages, if the indoor positioning and identification of the 

human subject can be realized by using passive signals, this will greatly broaden the 

application of passive signals. 

 Radar in the general sense refers to an active radar, which is a traditional radar 

that radiates electromagnetic waves to illuminate targets by itself for detection, 

positioning, and tracking. The electromagnetic signals emitted by active radars are easily 

captured, so many researchers have begun to study new radar systems that do not emit 

electromagnetic waves by themselves. This kind of radar system that uses non-

cooperative external radiation sources for detection and positioning is a passive radar. 

Passive radar does not use the transmitter to emit energy but receives microwave energy 

reflected by warm objects or other sources to detect targets. A passive radar system has 

an antenna and a very sensitive receiving device. The ability of passive radar to identify 

targets mainly depends on the surface temperature difference between the targets and the 

reflection coefficient of the target, the incident angle between the antenna beam and the 

target, wireless polarization and beamwidth, and the minimum detectable electrons of the 

receiver. Nowadays, passive radar has great development and wide application. Passive 

radar systems can achieve rapid detection of targets [21]. Passive radar adds sub-array to 

enhance anti-jamming capability and realizes multi-target positioning [22]. Passive radars 

utilize signal transmissions to achieve target localization and navigation [23]. Some 

searchers use satellite illumination to realize multi-band passive radar imaging [24]. 

However, due to the reliance on third-party transmitters, the operator cannot actively 
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control the transmitter. When the effective radiation power of transmitters is low, the 

signal between the target and the receiver is blocked, or the signal between the receiver 

and the transmitter is blocked, the passive radar cannot be used normally. 

 Passive infrared technology adopts the passive infrared method, and this system 

mainly consists of the optical system and infrared sensor. The detector does not emit any 

energy, but passively receives and detects infrared radiation from the environment. Once 

infrared radiation is sensed, it is focused by the optical system to cause the infrared 

sensor to generate a change in the electrical signal. The PIR technology has widely 

developments. Some researchers using PIR sensors developed an intelligent energy-

saving system. This system uses PIR sensors to sense the presence of students in the 

classroom to automatically turn on or off the fans, air conditioners, and lights [25]. In 

addition, a progressive and hybrid target detection algorithm can be used to improve the 

results of two PIR processing algorithms [26]. PIR also can be used to achieve human 

indoor localization [27]. Other researchers in our laboratory used deep learning to process 

PIR data to achieve human biometric authentication and stationary detection, and his 

method can accurately classify for room occupancy, the number of occupants, the 

approximate location of the human targets [28] [29]. 

 RFID is a communication technology that can identify specific targets and read 

and write related data through radio signals without the need to establish mechanical or 

optical contact between the identification system and specific targets. The principle of 

RFID is that after the electronic tag enters the reader area, the electronic tag can accept 

the microwave signal transmitted by the radio frequency identification reader. Rely on 

the energy obtained by the induced current, the product information stored in the tag can 
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be read. RFID has a wide range of applications. Typical applications include animal 

chips, car chip anti-theft devices, access control, parking lot control, and automated 

production lines. The main limitation of RFID technology is that RFID electronic tag 

information is easily read and maliciously revise. There are many developments.  UHF-

RFID passive tags were tagged on the drone to locate its position [30]. And RFID also 

can be used for train localization based on passive tags [31]. Some researchers used an 

RFID tag, which is fabricated from electro-textile materials and integrated it into 

clothing. This method is designed for body movement-based human-technology 

interaction [32]. RFID can be utilized to develop gate control systems based on a 

Convolutional Neural Network [33]. RFID technology can also be applied to monitor and 

control the posture of the cane to help vision-impaired people [34]. 

2.2 Existing Identification Techniques 

The current human classification, recognition, and identification technologies 

mainly depend on physiological characteristics, which include fingerprint, face, and iris 

recognition, and behavioral characteristics of movement are based on the signature, 

voice, and gait patterns. These technologies are discussed as follows. 

Fingerprint recognition mainly includes two technologies, capacitive fingerprint 

recognition, and optical fingerprint recognition. The principle of capacitive fingerprint 

recognition is to integrate pressure sensing, capacitive sensing, thermal sensing, and other 

sensors into an integrated chip. When the fingerprint is pressed on the surface of the chip, 

the internal capacitive sensor will generate peaks and valleys in the fingerprint. The 

charge or temperature difference is used to form a fingerprint image, which is matched 

with the fingerprint library to complete the fingerprint classification which is referred to 
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as identification (ID) in the biometric literature [35]. The optical fingerprint recognition 

is when a finger touches the screen, the screen emits light to illuminate the finger area, 

and the reflected light that illuminates the fingerprint returns to the sensor on the screen 

to achieve the ID [6]. The advantages of fingerprint recognition technology are low price, 

small size, and easy integration. However, the disadvantage is this method requires the 

user to touch the receiver. If the hand is injured or the glove is worn, the recognition 

cannot be reliably achieved. 

 Face recognition is a popular biometric technology. Face recognition technology 

first needs to find the position of the face in the picture. When a face is found in the 

picture, the facial features will be marked. Then feature points of the human face such as 

eyes, nose, and mouth are extracted. Finally, facial matching is realized by comparing the 

face features [36]. Facial recognition is used widely, but it cannot be used in dim light or 

when the face is obscured. For instance, currently wearing masks in public places due to 

COVID 19 greatly restricts the efficacy of facial recognition. 

 Voice recognition is a technology that recognizes human subjects by analyzing 

the physical characteristics of the user's voice. Although voice recognition technology 

has been used in some products, they are not very convenient to use, because human 

voices are highly variable, and signatures require training [14]. In addition, compared to 

other biometrics, voice recognition is more complicated, and which is inconvenient in 

some conditions. 

 Gait recognition is to use the camera to collect the image sequences of a human 

walking (or other movements), extracts feature from the joints, and compares the 

dynamic feature patterns with the stored data for behavior classification. Human subjects 
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can be recognized in long-distance or low video quality [37]. Some other researchers 

developed a method, which is to capture the gait information by using a Wi-Fi signal 

[38]. However, the limitation of gait-based analysis needs to capture the dynamic 

information of the human subjects. If using a camera to capture the dynamic information, 

it will also depend on the quality of the imaging. 

2.3 Existing Indoor Positioning Techniques 

 The current positioning technologies include infrared positioning, ultrasonic 

positioning, WIFI positioning, and radio frequency identification (RFID) positioning. 

These methods currently used in indoor positioning are discussed below.  

 Infrared positioning is used to locate targets by receiving the modulated infrared 

signal sent by optical sensors installed indoors [39]. This technology has high indoor 

positioning accuracy. Since light cannot penetrate obstacles, infrared rays can only travel 

within the line of sight and are easily interfered with by other light [40]. The localization 

performance by using the infrared positioning technique cannot perform well when 

objects exist on the site. Besides, to efficiently receive infrared, a number of antennas 

must be installed on the experimental site, which leads to higher costs. 

 Ultrasonic positioning is widely used for positioning, and the reflection 

measurement value is used to calculate the distance to the reference node based on the 

time difference between the transmitted ultrasonic wave and the response echo of the 

reference node[41]. Authors of [42] who introduced Active Bat are the pioneers of the 

ultrasonic positioning system. Intensive deployment of a large number of ultrasonic 

receiving devices is required to achieve a positioning accuracy with a minimum error of 

3cm. Although the ultrasonic positioning technique can be used in a non-line of sight 
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circumstance with high positioning accuracy and small errors, the cost of the devices is 

high. Moreover, the transmission attenuation of ultrasonic signals cannot be avoided, so 

the effective positioning range of this technique is somehow limited. 

 WIFI positioning as a Wireless Local Area Network (WLAN) is composed of 

wireless routers, and wireless access points, which can realize positioning, monitoring, 

and tracking tasks in complex environments [43]. Signal propagation models can be used 

to locate the receiving mobile device. The highest accuracy is between 1 m and 2 m [44]. 

However, the disadvantage of WIFI positioning is that this technique highly depends on 

wireless routers and access points, and these WIFI devices must stay online while 

working. Therefore, this method has certain limitations.  

 RFID positioning uses radio frequency signals and signal strength to detect 

positions. In [45], an aggregation algorithm is developed to locate targets in three-

dimensional space. The hardware tags in the system are distributed in a network without 

a signal source, and the distance between tags is characterized by the strength of the 

signals detected by the tags. This method heavily depends on the tags on the target, which 

limits the application of this technique.  

2.4 Software Defined Radio 

 RTL-SDR is a software-defined radio (SDR) based on digital video broadcast 

technology (DVB-T) television (TV) tuners with RTL2832U chips. which is used to 

collect passive RF signals in our research. SDR can realize many operations by 

developing software. For instance, an algorithm can be modified to make the SDR scan 

the specific frequency bands. The SDR is tuned to scan only the frequency bands that are 

sensitive to human occupancy to improve power efficiency [1].  SDR has been widely 
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used in communications, spectrum monitoring, and RF transmitter identification [46], 

specifically in improving the power amplifier system and transmitter architecture [47]. 

SDR can be used for real-time communication [48]. SDR can be utilized to receive the 

animals’ nerve signals [49]. The position of the mobile station can be estimated by using 

the signal strength received by the SDR [50]. SDR can be used to recognize gestures 

through Wi-Fi signals [51]. In our previous work, SDR was used to scan the RF signal 

spectrums to detect and estimate human occupancy. Moreover, the SDR devices used in 

our experiments are low-cost, compact, and easy to deploy. 

2.5 Machine Learning Algorithms 

 ML algorithms are divided into supervised, and unsupervised learning. In the 

process of supervised learning training, the algorithm requires specific input and output, 

and a model is built from the training data set, and the result of the test set has derived a 

model. Decision trees, support vector machine (SVM), k-nearest neighbors (KNN), and 

random forest are common methods and have been utilized to identify the human 

subjects. Decision tree and Gaussian process regression are used to classify and estimate 

the human subject occupying positions. A decision tree refines a feature set through 

analysis of meaning features based on the domain of interest, such as for human 

movements [52]. SVM is a statistical method to align features to categories. For example, 

gender identification of human faces has general features for normal categories SVM 

[53]. The KNN algorithm is a method based on local approximation and supports 

clustering. A KNN classifier shows promise for face classification and electrocardiogram 

(ECG) biometric 0. The random forest can be regarded as a collection of decision trees. A 

gait recognition method can uniquely identify humans based on the random forest [54]. 



 19 

 Gaussian process regression (GPR), a machine learning model, is a non-

parametric model that uses Gaussian process priors to perform regression analysis on 

data. GPR can provide the posterior of the prediction result, and when the likelihood is 

normally distributed, the posterior has an analytical form. GPR has been applied in the 

fields of image processing and automatic control [55]. GPR is very suitable for solving 

positioning problems[56]. The prediction results obtained by GPR are highly accurate 

[57]. The advantages of GPR include using only a few training data points for regression 

to acquire all position results, predicting high-dimensional data, and flexibly using 

different kernel functions to construct the relationship between the independent variables 

and the dependent variables [58]. In our research, the independent variables are passive 

RF spectrums, and the dependent variables are humans occupying positions. We used the 

GPR model to infer the relationship between the passive RF spectrums and human 

occupying positions. 

2.6 Discussions 

 Comparing available human classification technologies, there are some 

differences with the PHSIR method. First, PHISR uses passive signals to recognize and 

classify human subjects, which is an efficient and friendly method. PSHSIR utilizes the 

signatures in the passive spectrum for different human subjects to realize the 

classification, so the new signal transmitters are not needed. It is beneficial for different 

environments, such as those crowded with various RF signals, which have 

electromagnetic pollution, and radiation of RF signals can be harmful to people's health. 

Therefore, passive sensing techniques are preferred overactive sensing techniques if they 

can achieve high accuracies.  
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 Second, PHSIR is not affected by factors such as environment, light, and 

temperature. The traditional methods are active sensing as human identification needs the 

user to touch on the device or using in an environment that sufficient light to achieve. 

However, PHSIR incorporates passive sensing not requiring a user to touch a sensor, nor 

wear the receiving devices, but also can be used in a dark or low-light environment. 

 Finally, cell phones are indispensable electronic devices in our lives. We 

conducted several experiments to verify the effect of carrying a cell phone for human 

subject identification accuracy. Our experimentation research found that carrying a cell 

phone will not affect the accuracy of PHSIR human recognition. 

 Comparing with the above-mentioned indoor positioning methods, there are some 

differences with our method. First, the signals utilized in our method are passive RF 

signals instead of active signals. This is an efficient and environmentally friendly method 

because a new signal source is not needed in a space. As mentioned above, nowadays, 

our environment is already crowded with various RF signals, which leads to a lot of 

electromagnetic pollution. Radiation of RF signals can be harmful to people's health and 

take up spectrum resources. Therefore, passive sensing techniques are preferred 

overactive sensing techniques if they can achieve the same level of accuracies. 

 Second, our method does not require the human subject to carry any tags or 

receiving devices. This is completely different from the traditional approaches which 

build a radio map based on received radio signal strength to realize positioning. Our 

method deploys software-defined radio (SDR) at multiple fixed locations and scans the 

passive spectrum at those locations. Machine learning methods are applied to map 
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spectrum alterations to human locations. This eliminates the need of tagging the targets or 

carrying a device, which is beneficial in the applications of monitoring.  

 Last, RTL-SDR, a software-defined radio, can be tuned to scan only the 

frequency bands that are sensitive to human occupancy to improve power efficiency [18]. 

This method can improve the efficiency of machine learning, increase the speed of 

training models, and enhance the accuracy of the trained model. Moreover, the devices 

used in our experiments are low-cost, compact, and easy to deploy.  
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CHAPTER THREE 

HUMAN SUBJECT IDENTIFICATION 

 

 

 

3.1 Overview 

 This chapter introduces our passive human subject identification with the radio 

frequency (PHSIR) method. PHSIR assumes that different human subjects can generate 

different signatures as passive RF spectrums, because different people have a different 

heartbeat, body temperature, or body shape, and the subtle variation can be detected by 

the ML classifiers. Based on these assumptions, utilizing passive RF signals can achieve 

human identification and disambiguation. 

 The proposed human subject’s identification method includes three stages. The 

first stage is data acquisition, which applies multiple SDRs to collect passive RF 

spectrums in the frequency bands that are sensitive to human occupancy in two 

environments. The second stage is the data pre-processing, which converts the raw data 

to the power spectrum. The third stage is the analysis of subject signature detection 

(person, animal, etc.), human recognition (e.g., gait), human classification (e.g., adult) 

which lead to identification from a known set of requirements (e.g., allowed the student 

to enter a location. The power spectrums were classified by four ML algorithms to 

identify human subjects. The details about data acquisition, data pre-processing, and 

identification of different human subjects are described in the following subsections. The 

framework of the human subject’s identification system via passive spectrums is shown 

in Figure 2. 
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Figure 2. Human subject identification system. 

 

 

3.2 Data Acquisition 

 In our experiments, five RTL2832U were applied to scan the selected frequency 

band to acquire the passive RF spectrum. The device RTL2832U used in our experiment 

is shown in Figure 3. 

 In our previous work, the frequency bands sensitive to human occupancy are 

identified to be around 300MHz to 420MHz. In this experiment, the frequency bands 

from 300MHz to 420MHz were scanned and the sample step size is 1.2MHz. We 

conducted the experiments in two different environments. One is the lobby in the 

Engineering Center building at Oakland University, while the other one is the living room 

of an apartment, which has more furniture compared to the lobby. Five SDR of the same 

model were placed around the human subject. Seven volunteers were asked to stand in 

the center in turn. The information of 7 volunteers is shown in Table 2. 
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Figure 3. The RTL2832U device. 
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Table 2. The information of seven volunteers. 

Index Weight (Kg) 
Height 

(Meter) 
Age Sex 

1 69 1.83 25 Male 

2 66 1.67 30 Male 

3 80 1.76 26 Male 

4 67 1.75 25 Male 

5 65 1.75 30 Male 

6 60 1.79 24 Female 

7 70 1.74 42 Male 

 

 

 Then seven known human subjects were numbered sequentially from 1 to 7. The 

distributions of the devices and human occupying locations are shown in Figure 4. 
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Figure 4. The distributions of the devices and human occupying locations. 
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 The data acquisition was performed with the human subjects occupying the same 

location in the same posture. A total of 100 frequency bands were scanned in one 

spectrum sample. Seven human subjects without any electrical devices were asked to 

stand in the center and then conduct movements. For each human subject,20 samples of 

RF data were collected in each environment of which some volunteers carried their cell 

phones. A total of 140 samples were collected in each environment. The information of  

the experiment setup is listed in Table 3. 

 

 

Table 3. The information of the experiment setup. 

 

 

Items Description 

Name of Devices RTL-SDR 

Number of Devices 5 

Number of Humans 7 

Experimental Site 
Living Room 

Lobby 

Frequency Range 300 MHz - 420 MHz 

Number of Frequency Bands 100 

Scanning Step 1.2 MHz 

Sampling Rate 2.4 MHz 

Duration 2 milliseconds per frequency band 

Spectrum Samples per Human 20 
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3.3 Data Pre-processing 

 In our experiment, the input of the ML classifiers is the average power spectrum 

density, so the average power of each human sensitive frequency bands should be 

calculated as follow: 

𝑃(𝑓) = 10 ⋅  
log10 ∑ (

𝑠𝑖(𝑓)
127.5

− 1)
2

𝑁
𝑖=1

𝑁
2⁄

                             (3.1) 

where 𝑃(𝑓) is the average power of 𝑁 samples centered at 𝑓, N is the number of 

samples per frequency band, and 𝑠𝑖(𝑓) represents the value of raw data of the 𝑖-th 

sample received by SDR at frequency 𝑓. In our work, the sample rate is 2.4MHz and 

one collection duration of each frequency band is 2 milliseconds, so 𝑁 is 4800. The 

passive power spectrums collected in the lobby by the five SDRs for human subject 1 

are shown in Figure 5. 

 

Figure 5. The power spectrums collected by the 5 SDRs for human subject 1. 
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3.4 Classification and identification 

 In our experiment, four supervised ML algorithms were used to associate 

spectrum samples with different human subjects, including decision trees, SVM, KNN, 

and random forest. The input of the four ML classifiers is the power spectrum density, 

and the output is the index of the human subjects. A total of 140 samples of the power 

spectrum density were split into 75% training data set and 25% testing data set. For each 

experimental environment, four classifiers were trained. Finally, 35 spectrum samples 

were used to test the classifiers in each environment. As highlighted, since the subjects 

were known, the scenario represents the opportunity for human subject identification for 

authentication. Inherent in the analysis is that movement supports detection and 

recognition, and the ML classifies the subjects. With a known training signature of 

specific people, the spectrum can be used to not only classify a human subject but as 

compared to a known signature, ID a specific person who has appropriate access 

assuming they consented to the P-RF collection to create their profile – as consistent with 

fingerprint access. The experiment results of the proposed approach will be presented in 

Chapter 5. 
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CHAPTER FOUR 

HUMAN SUBJECT INDOOR POSITIONING 

 

 

 

4.1 Overview 

 Recent research in our group shows the presence of human subjects can be 

detected via passive RF signals [1]. The experimental results suggest that humans can 

cause variations in the passive spectrum. In this work, we find that human subjects at 

different locations can generate different signatures on the passive spectrum. Utilizing 

machine learning algorithms to associate these spectrum characteristics with the 

corresponding human occupancy locations can achieve accurate indoor positioning.  

 The proposed human positioning method includes 3 steps: data acquisition, data 

pre-processing, and classification and estimation of human subject position by decision 

tree and Gaussian process regression. The human subject indoor positioning system is 

shown in Figure 6. 

 

 

 

Figure 6. Human subject indoor positioning system. 
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 In the first step, 6 SDRs were deployed to collect spectrum samples at multiple 

locations simultaneously when a human subject occupies different locations in an indoor 

environment. In the second step, the pre-process calculates the power spectrum from the 

collected raw data. In the third step, two machine learning algorithms were used for the 

classification and estimation of human position.  

 A decision tree was used to classify the signal power spectrums of humans 

occupying different positions. This process can verify that humans at different locations 

can generate different signatures on the passive spectrum. Last, GPR was used to build a 

model between the signal’s spectrums and the location coordinates of the human subject. 

According to the GPR model and signals spectrums of unknown positions, the positions 

of the human subject can be estimated. The details about data acquisition, data pre-

processing, and classification and estimation of human subject position are described in 

the following subsections. 

4.2 Data Acquisition and Pre-Processing 

 RTL-SDR was used to collect RF signal data in our experiments. The SDRs can 

scan the spectrum frequency from 24MHz to 1760MHz. Our previous research shows 

that the frequency band around 330MHz is the most sensitive to human occupancy. In 

this work, frequency bands range from 300MHz to 420MHz were scanned. The sampling 

rate is 2.4MHz. The experimental site was a classroom at Oakland University. The size of 

the classroom was 10m×12m. Six devices of the same model are placed around the 

classroom. Their locations are shown in Figure 7. Then, 20 locations evenly distributed in 

the classroom were selected for human occupancy. The distance between adjacent points 
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is 1.8m. A human subject occupies one location when six SDRs scan the spectrum 

simultaneously. The distributions of the devices and points are shown in Figure 7. 

 

 

 

Figure 7. The distributions of the devices and human occupying locations. 

 

 

 The 20 locations are numbered sequentially from the upper left to lower right one 

row after another. For example, the points in the first row are numbered 1 to 5 from left 

to right, and so on. The data collected with different human occupancy locations are used 

differently in the decision tree and GPR algorithms, which will be discussed later in 
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detail. The coordinates of each occupancy location are recorded to facilitate the training 

of GPR.  

 During the experiment, the SDRs should not only be away from the metal 

properly but also be dispersed as much as possible, and only one human subject was 

inside the classroom. The spectrums for each location of human occupation were 

collected from 8 pm to 10 pm. We collected 10 spectrum samples when the human 

subject occupied a specific location. Each sample contains 100 frequency bands. 

4.3 Data Pre-processing and Data Pre-processing 

 In our experiment, the input of the decision tree and GPR is the power spectrum 

density. The average power of each frequency band is calculated using function (3.1). 

The difference from the Chapter 3 is that this experiment uses 6 SDRs, and 10 samples 

were collected at each human occupying. The power spectrum density collected by the 6 

SDRs when location 1 is occupied by a human subject is shown in Figure 8. 

 The decision tree is a classical machine learning approach. Each internal node in 

the decision tree model represents the judgment of the attribute, each branch represents 

the output of a judgment result, and each leaf node represents a classification result [59]. 

A decision tree can classify data sets layer by layer according to feature values. The 

advantage of the decision tree is that the computational complexity is not high, and the 

classified results can be presented intuitively. 
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Figure 8. The power spectrum collected by the 6 SDRs when location 1 is occupied by           

         a human subject. 

 

 

 In this study, it is very important to verify whether a human subject at different 

locations can generate different RF signatures on the spectrum. A decision tree method is 

applied to test the hypothesis. If the spectrums obtained when different positions were 

occupied by human subjects can be classified by a decision tree with high accuracy, it 

will be strong evidence that the hypothesis is true. There are 20 positions tested in our 

experiments. The signal spectrums obtained at each human occupying position are used 

as the input of the decision tree. The output of the decision tree is the index of the 

position.  
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 The process of using GPR to solve the problem is introduced as follows. The first 

step is to choose the appropriate mean function and kernel function. The kernel function 

in GPR is the covariance function. The second step is to calculate the kernel matrix of the 

training samples. The third step is to calculate the kernel vectors of the points to be 

predicted and all points of the training samples. Finally, the prediction values are 

obtained through the function of means and covariances. The GPR method is applied in 

our research as follows.  

 First, the training set 𝐷 for GPR is as follows: 

𝐷 = (𝑥, 𝑦) = {(𝑥𝑖, 𝑦𝑖)}𝑖=1,…𝑁                                               (4.2) 

where the N-dimensional inputs vector 𝑥 represents the stacked spectrum of multi-

sensors collected by SDRs when the 𝑖-th position is occupied by human subjects. The 

output 𝑦𝑖 is the coordinates of the location occupied by the human subject. GPR only 

depends on the mean 𝑚(𝑥𝑖) and covariance 𝑘(𝑥𝑖, 𝑦𝑖)𝑖,𝑗=1,…𝑁. 

𝑚(𝑥𝑖) = 𝐸[𝑓(𝑥𝑖)]                                                                  (4.3) 

𝑘(𝑥𝑖, 𝑦𝑖)𝑖,𝑗=1,…𝑁 = 𝐸 [(𝑓(𝑥𝑖) − 𝑚(𝑥𝑖)) (𝑓(𝑥𝑗) − 𝑚(𝑥𝑗))]                (4.4) 

The GPR model is to infer the relationship 𝑓: 𝑥 → 𝑦 , which maps a spectrum 𝑥 to a 

position 𝑦. The conditional distribution of 𝑦 is determined when the 𝑥𝑖 is given. The 

function of as follows: 

𝑓(𝑥𝑖)~𝐺𝑃 (𝑚(𝑥𝑖), 𝑘(𝑥𝑖 , 𝑥𝑗))                                          (4.5) 

𝑦 = 𝑓(𝑥) + 𝑤                                                                      (4.6) 
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where 𝑤~𝑁(0, 𝜎𝑖
2) is the measurement noise. 𝑚(𝑥𝑖) is the mean. 𝑘(𝑥𝑖, 𝑦𝑖)𝑖,𝑗=1,…𝑁 is the 

covariance. Usually, when the data is preprocessed, the mean value is 0. Then the prior 

distribution of 𝑦 can be expressed as follows: 

𝑦~𝑁(0, 𝐾(𝑥, 𝑥) + 𝜎𝑖
2)                                                     (4.7) 

In function (4.7), 𝐾(𝑥, 𝑥) = 𝐾𝑁 = {𝑘(𝑥𝑖, 𝑥𝑗)}
𝑖,𝑗=1,…𝑁

 is a 𝑁 × 𝑁 covariance matrix. The 

joint distribution of training set (𝑥, 𝑦) and test set (𝑥∗, 𝑦∗) can be expressed as follows: 

[
𝑦
𝑦∗

] ~𝑁 (0, [
𝐾(𝑥, 𝑥) + 𝜎𝑁

2𝐼𝑁 𝐾(𝑥, 𝑥∗)

𝐾(𝑥∗, 𝑥) 𝑘(𝑥∗, 𝑥∗)
])                             (4.8) 

where 𝐾(𝑥, 𝑥∗) = 𝐾(𝑥∗, 𝑥)𝑇 is a 𝑁 × 1 covariance matrix between the test set 𝑥∗ and the 

input 𝑥 of the training set. 𝑘(𝑥∗, 𝑥∗) is the covariance matrix of test point 𝑥∗. 𝐼𝑁 is the N-

dimensional identity matrix. In our work, the squared exponential covariance is chosen to 

be the kernel function. The function of the kernel is presented as follows: 

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝜎2 exp (−
𝑑(𝑥𝑖 , 𝑥𝑗)

2

2𝑙2
)                             (4.9) 

 In this function, 𝜎 is constant. 𝑑(𝑥𝑖, 𝑥𝑗)2 represents the Euclidean distance. 𝑙 is the 

length scale of the kernel function. For fear that the trained model is overfitting or 

underfitting, the value of 𝜎 needs to be determined carefully. 𝑙 needs to be given an initial 

value and boundary. Then the posterior distribution of 𝑓(𝑥∗) can be calculated using the 

functions below: 

𝑃(𝑓(𝑥∗)|𝑥∗) = 𝑁(𝜇∗(𝑥∗), 𝜎∗
2(𝑥∗))                                    (4.10) 

𝜇∗(𝑥∗) = 𝐾(𝑥∗, 𝑥)[𝐾(𝑥, 𝑥) + 𝜎𝑁
2𝐼𝑁]𝑓(𝑥)                            (4.11) 

𝜎∗
2(𝑥∗) =  𝑘(𝑥∗, 𝑥∗) − 𝐾(𝑥∗, 𝑥)𝐾(𝑥, 𝑥) + 𝜎𝑁

2𝐼𝑁
−1

𝐾(𝑥, 𝑥∗)               (4.12) 
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 𝑃(𝑓(𝑥∗)|𝑥∗) is the conditional probability of 𝑓(𝑥∗). 𝜇∗(𝑥∗) is the mean of 

prediction corresponding to 𝑥∗, which is the coordinate of position 𝑓(𝑥∗). 𝜎∗
2(𝑥∗) is the 

variance of the predicted value. Thus, the accuracy of positioning is calculated with the 

Euclidean distance between the original and predicted positions. The experiment results 

of the proposed approach will be presented in Chapter 5. 
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CHAPTER FIVE 

RESULTS 

 

 

 

5.1 Evaluation Method 

 The F1 score is commonly used to evaluate the accuracy of the model so in our 

experiment, the F1 score was calculated to obtain the identification accuracy. The 

function of the F1 score is as follows: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
                                    (5.1) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                           (5.2) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                 (5.3) 

𝐹1 =
2 ⋅  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅  𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                                               (5.4) 

 In these functions, TP means true positive. FP is a false positive. FN represents 

false negatives. TN means true negative. The FI score can only be between 0 and 1. 

When the value of the F1 score is close to 1, the accuracy of the model is high, and the 

classification result is better. When the value of the F1 score is close to 0, the accuracy of 

the model is low, and the classification result is worse.  

5.1 Human Subject Identification Results 

 This part presents the experiments to demonstrate the proposed human 

identification method and compares the identification accuracies using different ML 

algorithms in two environments. In addition, the impact of human subjects carrying a cell 

phone is provided as a sensitivity analysis. The details are described in the following. 
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 We compared the human subjects’ ID accuracy of different ML models in 

different environments. The results are shown in Table 4. 

 

 

Table 4. Human subjects’ identification accuracy for different machine learning models    

   in different environments. 

 Decision tree SVM KNN Random forest 

Lobby 74.3% 62.8% 94.3% 74.3% 

Living room 71.4% 82.8% 94.3% 74.3% 

 

 

 The results show that decision trees and random forest achieved the same ID 

accuracy in different environments, and the accuracy in the living room is higher than the 

accuracy in the lobby when using the SVM to identify human subjects. KNN got the 

highest accuracy in two different scenarios with 94.3%. And the confusion matrixes of 

KNN in the lobby and living room are shown in Figure 9 and Figure 10. 

 In Figure 9, X-axis represents the actual human subject label, and Y-axis 

represents the predicted human subject label. The results show that for human subject 

two, 19 samples were classified into human subject two, one sample was predicted to be 

human subject one. For human subject three, two samples were classified into human 

subject one, and one sample was classified into human subject two. And one sample of 

human subject six was incorrectly predicted. 
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Figure 9. The confusion matrix of KNN in the lobby. 

 

 

 In Figure 10, we can see that almost every human subjects’ data can be accurately 

classified by KNN, but the human subject two and five have a little fuzzy. One sample of 

human subject two and two samples of human subject four was classified into human 

subject five. 
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Figure 10. The confusion matrix of KNN in the living room. 

 

 

 These results not only verified different human subjects can generate different 

signatures on passive RF spectrums but also demonstrated spectrum monitoring can be 

used to identify different human subjects. The signatures generated by different human 

subjects on the spectrum are more suitable to be distinguished by KNN. 

 In order to consider the impact of spectrum congestion, the subjects were asked to 

carry a cell phone. The data were collected in two environments when human subjects 
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carried their cell phone that can be compared without a phone. The identification results 

are shown in Table 5. 

 

 

Table 5. The identification of human subjects carrying a cell phone accuracy for different 

   machine learning models in different environments. 

 

 

 In Table 5, using KNN achieved the highest ID accuracy - over 97%. This result 

means carrying the cell does not reduce the identification accuracy; and in fact, increased 

the performance. And the confusion matrixes of using KNN to classify different human 

subjects in the lobby and living room are shown in Figure 11 and Figure 12. 

 In Figure 11, only one sample of human subject seven was classified into human 

subject one, but other human subjects’ classification accuracy achieves 100%. 

 

 Decision tree SVM KNN Random forest 

Lobby 68.5% 51.4% 97.1% 82.8% 

Living room 88.5% 88.5% 97.1% 96.2% 
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Figure 11. The confusion matrixes of using KNN to classify different human subjects       

          in the lobby. 

 

 

 In Figure 12, human subjects one and three have one sample data fuzzy each 

other. The classification results of any other human subject are very good.  
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Figure 12. The confusion matrixes of using KNN to classify different human subjects         

          in the living room. 

 

 

 Compared to the accuracy in the lobby, all four ML methods have achieved equal 

or higher accuracy in the living room. The considered reason is that the living room’s 

area size is smaller than the lobby’s area size, and there are more items in the living 

room, so the spectrum can be more sensitive to the human subject occupancy. The 

signatures generated by different human subjects can be more easily detected. Hence, 

these results demonstrate that the PHSIR method is suitable for identifying human 
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subjects in a closed environment. More enhanced experiments will afford analysis for the 

sensitivity and robustness of the technique. 

5.3 Indoor Positioning Results 

 This section presents the experiments to demonstrate the proposed indoor 

positioning method and compares the positioning accuracies when using a different 

number of SDRs. 

 A decision tree is first applied to validate the hypothesis that human subjects 

occupying different locations can cause variations of the passive spectrum. The passive 

RF spectrums at 20 human occupying positions are the input of the decision tree. The 

indexes of 20 positions from 1 to 20 are used as the output of the decision tree.   

 The cross-validation method is utilized to verify the accuracy of the classification 

model and obtain the accuracy by calculating the F1 score. If the value of the F1 score is 

high, which indicates that there is a strong correlation between signal spectrums and 

human position. However, if the value of the F1 score is low, this means that it is difficult 

to build an accurate model between the spectrums and the location coordinates of the 

human subject. 

 We compared the impact of using different numbers of SDRs to obtain data for 

classification results. The classification accuracy is shown in Figure 13. 
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Figure 13. The accuracy for different number of SDRs 

 

 

 The results show that signal spectrums can be classified by human position, and 

the accuracy of classification is very high. We found that when more than three devices 

were used for classification, the accuracy was stabilized. When using spectrums collected 

by one SDR, the accuracy dropped significantly. When using spectrums collected by 

multiple devices to train the model, the accuracy increased. These results verify that 

human occupancy can alter the passive RF spectrum, and humans at different locations 

can generate different signatures on the spectrum. It also shows that using five SDRs 
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produces the most accurate result. Therefore, this spectrum’s characteristics can be 

utilized to achieve human positioning classification. Next, we used 4, 5, and 6 SDRs 

respectively to estimate the human positions.  

 GPR was used to predict the position of test points. We selected 16 positions for 

GPR training and 4 positions for testing. The distributions of training and testing 

positions are shown in Figure 14. The dots represent the positions of training sets, and the 

stars represent the positions of testing sets. 

 

 

 

Figure 14. The distributions of the training positions and testing positions. 
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 We compared the accuracy of using different numbers of SDRs to obtain 

spectrums for prediction results of testing human subject positions. The test results of 

each human occupying position are shown in Figure 15. 

 

 

 

Figure 15. The human occupancy position estimation results. 
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 In Figure 15, the dots indicate the positions of the training set. The stars indicate 

the original position of the test point. The crosses represent the predicted positions based 

on the spectrum obtained on the stars point through the GPR model. A set of crosses and 

stars connected by each arrow indicates each set of original and predicted positions. The 

results of position 1, 2, and 3 show good accuracy, while position 4 has the worst result. 

 In order to obtain more detailed information and compare the effects of different 

numbers of SDRs, we calculated the average residuals of different test points after 

modeling different numbers of SDRs. The residuals were calculated using Euclidean 

distance between cross points and star points. The results are shown in Table 6. 

 

 

Table 6. Residuals at different positions for different numbers of devices. 

Position 6 devices 5 devices 4 devices 

1 0.837m 0.835m 0.826m 

2 0.618m 0.694m 0.775m 

3 0.803m 0.823m 0.852m 

4 3.106m 3.108m 3.131m 

 

 

 In Table 6, the residuals calculated from the data received by six devices, five 

devices, and four devices are separately presented. The layout of the 6 devices is shown 

in Figure 14. The values of the second column are calculated by utilizing all six devices. 
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The values of the third column are the average residuals of removing one device from 

devices A, C, D, and F. The values of the last column are the average residuals from the 

combination of device B, E, and A/C, D/F.  

 This table shows the residuals of different numbers of SDRs at different test 

positions. The prediction results for positions 1, 2, and 3 are fairly accurate. The average 

value of the residual is around 0.8m. However, the result of the position 4 prediction is 

very poor. In our experiments, when the SDRs were placed in the central area of the four 

boundaries, the variation of spectrum caused by the human subject at the corners is the 

least compared to other positions of the human subject. The behind reason this needs to 

be explored in future research.  

 The residuals of using 4, 5, and 6 devices did not have extreme change. When we 

used six devices, the residual results were only slightly better than using 5 and 4 devices. 

It shows that the residual error of positioning can be stabilized when using 4 devices. 
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CHAPTER SIX 

CONCLUSION 

 

 

 

6.1 Overview of Thesis 

 In this thesis, a passive method was developed from which results verify that 

different human occupancy can generate different signatures on the spectrum. In two 

different environments, the human subjects' ID accuracy is 94%. Human subject carrying 

the cell phone does not reduce the ID accuracy and was shown to increase the accuracy is 

97% in two different environments. PHSIR includes ML methods for classification and 

can be used as a good secondary identification method when known subject signatures 

are available. For example, PHSIR can be used in environments that require certification 

to enter such as offices, laboratories, and meeting spaces. PHSIR scans the passive 

spectrum for the human subjects who have permission to enter and then the signatures on 

the spectrums for authorized human subjects are saved in the database. The human 

subjects who match the signature on the spectrums in the database can pass or enter 

through identification. 

 Second, we verify that human occupancy can alter the passive RF spectrum, and 

humans at different locations can generate different signatures on the spectrum. The 

passive RF spectrum can be utilized to achieve the positioning of the human subject in an 

indoor environment. A decision tree can classify the positions of the human on a grid 

with 98% accuracy using 5 SDRs. Gaussian process regression is applied to construct a 

model to map the passive RF spectrums and the coordinates of human locations. Using 

the passive RF spectrums when an unknown position is occupied by the human subject, 
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the model can accurately estimate the human subject’s location. The residual error shows 

that the positioning error is less than 0.8m. 

6.2 Future Directions 

 Our system utilized passive RF signal to develop human subject detection 

approach. In our work, we just identified different human subjects when they keep the 

same posture, so there are some restrictions on the applications of the method. Our short-

term goals can try to achieve the distinction between different human subjects when they 

take dynamic postures. In addition, our indoor positioning method just can locate one 

human subject. In the future, we will focus on the multiple human subjects indoor 

positioning. There is still a long way to go. 

 Our research further verified that the passive radio frequency spectrum is 

sensitive to the human subject. Based on this characteristic, more human subject 

detection applications can be developed in the future. For example, the passive RF 

spectrums can be utilized to count the multiple human subjects, to measure the speed of 

the human subject’s movement, and to tracking the movement of the human subject [60]. 

 Many passive signal technologies such as passive infrared and passive radar have 

the same properties as passive RF signals. These systems do not have specific 

transmitters, which just utilized receivers to passively receive signals. These technologies 

are also widely used to identify, locate, and track targets. Machine learning and deep 

learning are also often used to achieve these applications. But these technologies have not 

widely used in human subject detections. In the future, human subject detection solutions, 

that utilize other passive signal technologies can be developed. My classmate in our 
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laboratory has developed some research, that utilizes passive infrared signals to detect the 

human subject.  

 Single sensor modality has specific limitations, so multi-sensor fusion technology 

can provide a good solution to achieve recognition and detection of targets. Nowadays, 

multi-sensor fusion technology is universally used in the autonomous driving field. By 

using the cooperation of radar, lidar, and camera to realize road condition recognition in 

different environments. Multi-sensor fusion technology can also be applied to passive 

recognition technology. The application of this technology in human subject detection 

can not only improve the accuracy but also overcome the interference of the environment. 

Our laboratory will also conduct in-depth research on the application of this technology 

in the future. The research into this field would be worth of time.   
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