
Hindawi Publishing Corporation
EURASIP Journal on Wireless Communications and Networking
Volume 2009, Article ID 806209, 12 pages
doi:10.1155/2009/806209

Research Article

Ultra-Wideband Channel Modeling for Intravehicle Environment

Weihong Niu,1 Jia Li,1 and Timothy Talty2

1 Department of Electrical and Computer Engineering, Oakland University, Rochester, MI 48309, USA
2 ECI Laboratory, General Motors Research and Development Center, Warren, MI 48090, USA

Correspondence should be addressed to Weihong Niu, wniu@oakland.edu

Received 7 May 2008; Revised 10 November 2008; Accepted 16 January 2009

Recommended by Weidong Xiang

With its fine immunity to multipath fading, ultra-wideband (UWB) is considered to be a potential technique in constructing
intravehicle wireless sensor networks. In the UWB literature, extensive measuring and modeling work have been done for indoor
or outdoor propagation, but very few measurements were performed in intravehicle environments. This paper reports our effort
in measuring and modeling the UWB propagation channel in commercial vehicle environment. In our experiment, channel
sounding is performed in time domain for two environments. In one environment, the transmitting and the receiving antennas
are put beneath the chassis. In another environment, both antennas are located inside the engine compartment. It is observed
that paths arrive in clusters in the latter environment but such clustering phenomenon does not exist in the former case. Different
multipath models are used to describe the two different propagation channels. For the engine compartment environment, we
describe the multipath propagation with the classical S-V model. And for the chassis environment, the channel impulse response
is just represented as the sum of multiple paths. Observation reveals that the power delay profile (PDP) in this environment does
not start with a sharp maximum but has a rising edge. A modified S-V PDP model is used to account for this rising edge. Based on
the analysis of the measured data, channel model parameters are extracted for both environments.

Copyright © 2009 Weihong Niu et al. This is an open access article distributed under the Creative Commons Attribution License,
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1. Introduction

Electronic subsystems are essential components of modern
vehicles. For the purpose of safety, comfort, and convenience,
more and more sensors are being deployed in the new models
of automotives to collect information such as temperature,
speed, pressure, and so on. It is reported that the average
number of sensors per vehicle already exceeds 27 in 2002 [1,
2]. Currently, sensors are connected to the electronic control
unit (ECU) via cables for the transmission of collected data.
As a result, the length of cables used for this purpose can
add up to as many as 1000 meters [3]. In addition, the wire
harness contributes at least 50 kg to the weight of a vehicle
[3]. This not only greatly increases the complication of
vehicle design but also negatively affects the cost, fuel econ-
omy, and environment friendliness required for vehicles. To
counteract these disadvantages of the existing intravehicle
wired sensor network, Elbatt et al. proposed wireless sensor
network as a potential way to replace the cable bundles for
the transmission of data and control information between

sensors and ECU [4]. A great challenge in constructing such
an intravehicle wireless sensor network is to provide the
same level of reliability, end-to-end latency, and data rate as
what is offered by the current wiring system. Accordingly,
to select a proper physical layer radio technology is crucial
in the intravehicle propagation environment featuring short
range and dense multipath. UWB technology is considered
by us to be a competitive candidate for physical layer
solution in constructing such an intravehicle wireless sensor
network due to its robustness in solving multipath fading
problem, low power consumption, resistance to narrow band
interference, safe and high rate of data transmission as well as
free availability of bandwidth.

UWB signal is defined as the wireless radio which takes a
bandwidth larger than 500 MHz or a fractional bandwidth
greater than 25%. In USA, FCC authorized the use of
UWB signals in the frequency range between 3.1 GHz and
10.6 GHz with a power spectral density emission limited
within −41.3 dBm/MHz [5]. Because UWB technology takes
extremely wide transmission bandwidth, it provides fine



2 EURASIP Journal on Wireless Communications and Networking

delay resolution in time domain, which in turn results in
the lack of significant multipath fading. At the same time,
UWB signals also demonstrate strong resistance to narrow-
band interference. These features make UWB a promising
technique for implementing the intravehicle wireless sen-
sor network. In order to design a UWB communication
system, it is important to understand the UWB signal
propagation characteristics in the desired environment. To
date, lots of measurement experiments have already been
performed in outdoor and indoor environments [6–10].
Moreover, channel models are available to describe the
UWB propagation in these environments. In order to form
physical layer standards for WPAN high-rate and low-rate
applications, IEEE 802.15.3a and IEEE 802.15.4a channel
modeling subgroups developed their UWB channel models,
respectively [11, 12]. However, very little measuring or
modeling work has been reported for intravehicle envi-
ronment. The only reported effort relevant to the UWB
propagation in vehicle environment is from [13]. But in that
paper, the measurement is taken for an armored military
vehicle, which is different from commercial vehicles in
both size and equipments. Furthermore, the commercial
vehicle sensors are normally located at such positions like
wheel axis or engine compartment and so forth, but the
measuring positions in [13] are either inside the passenger
compartment or outdoors in proximity to the vehicle, which
are very different from where commercial vehicle sensors are
deployed.

In this paper, we report our UWB measurement con-
ducted in commercial vehicle environment. The goal is to
understand the intravehicle UWB propagation characteris-
tics and develop a suitable channel model based on statistical
analysis of the measured data. The paper is organized in
the following way. Section 2 describes the measurement
experiments. The deconvolution technique used to derive
channel impulse responses is given in Section 3. Description
of the channel models can be found in Section 4. The
statistical calculation of multipath channel model parameters
is described in Section 5. Path loss is calculated in Section 6.
Finally, Section 7 summarizes the channel measurement and
modeling results.

2. Intravehicle UWB Propagation Measurement

The measurement is performed in time domain by sounding
the channel with narrow pulses and recording its response
with a digital oscilloscope. Figure 1 is the block diagram
illustrating the connections of the measurement apparatus
shown in Figure 2. At the transmitting side, a Wavetek
sweeper and an impulse generator from picosecond work
together to create narrow pulses of width 100 picoseconds.
These pulses are fed into a scissors-type antenna. At the
receiving side, a digital oscilloscope of 15 GHz bandwidth
from Tektronix (Org, USA) is connected to the receiving
antenna to record the received signals. For the purpose of
synchronization, three cables of same length are employed.
The first cable connects the impulse generator output to
the transmitting antenna, the second one lies between the

receiving antenna and the signal input of the oscilloscope,
and the third one is used to connect the impulse generator
output to the trigger input of the oscilloscope. In this way,
it is ensured that all recorded waveforms at the oscilloscope
have the same reference point in time; hence, relative delays
of signals arriving at the receiver via different propagation
paths can be measured.

The experiment was conducted on the second floor of a
large empty three-story parking building constructed from
cement and mental. Measurement data were collected for
a Ford Taurus and a GM Escalade when they were parked
in the middle of the building, more than 6 meters away
from any building wall. Figure 3 shows the building structure
and the Escalade in the experiment. For each vehicle, the
measurement was performed in two environments.

In the first environment, both the transmitting and the
receiving antennas are beneath the chassis and 15 cm above
the ground. They are set to face each other, and the line-
of-sight (LOS) path always exists. Figure 4 illustrates the
arrangement of the antennas’ locations. For each vehicle, the
transmitting antenna is fixed at location TX in the front, just
beneath the engine compartment. The receiving antenna has
been moved to ten different spots, namely, RX0-RX9. Five
of them are located in a row along the left side of the car,
with equidistance of 70 cm for the Taurus and 80 cm for
the Escalade between the neighboring spots. The other five
sit symmetrically along the right side of the car. Distance
between TX and RX1 is 45 cm for the Taurus and 50 cm
for the Escalade. In addition, RX0, RX1, RX8, and RX9 are
located very close to the axes of the corresponding wheels.
For each position, ten received waveforms are recorded by
the oscilloscope when pulses are transmitted repeatedly.
When the measurement is being taken, except the carton
or package tape for supporting or attaching the antennas
to the chassis, there is no other object lying in the space
between the metal chassis and the cement ground. UWB
propagation in this environment is measured because there
are such sensors as wheel speed detectors installed at the
wheel axes in modern vehicles. Sensor signals are transmitted
via cables to the ECU, normally located in the front of a
car. UWB transmission beneath the chassis is considered
by us to be an attractive way of transmitting such sensor
signals from the wheel axes or other parts of a vehicle to the
ECU.

In the second environment, for each car, the two
antennas are put inside the engine compartment with the
hood closed. The positions of antennas highly depend on the
available space in the compartment. Due to the difference
between engine compartment structures of Taurus and
Escalade, the arrangement of antenna positions is different
as shown in Figure 5. But for both cars, the transmitting
antenna is fixed, and the receiving antenna have been moved
to different spots. Ten waveforms are recorded for each
position of the receiving antenna. The engine compartments
are full of metal auto components, and there are always
iron parts sitting between the antennas. Measurement data
are collected for this environment because some sensors like
temperature detectors are located in the engine compart-
ment.
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Figure 1: Connections of channel sounding apparatus.
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Figure 2: Channel sounding apparatus.

3. Channel Deconvolution

A channel can be characterized by its impulse responses (IR)
in time domain. Each measured waveform is the convolution
of the UWB channel IR, the sounding pulse, and the IR of
the apparatus including the antennas, the cables, and the
oscilloscope. We can apply deconvolution to get the channel
impulse response from the measured data. In this paper,
the subtractive deconvolution technique, also called CLEAN
algorithm, is employed. CLEAN algorithm was originally
used in radio astronomy to reconstruct images [14, 15].
Later it was used to find the channel impulse response.
As is described by Vaughan and Scott in their paper [16],
when CLEAN algorithm is used as a way of deconvolution,
it assumes that any measured multipath signal r(t) is the
sum of a pulse shape p(t). The channel impulse response
is deconvolved by iteratively subtracting p(t) from r(t) until
the remaining energy of r(t) falls below a threshold. In our
case, p(t) is the waveform recorded by the oscilloscope when
the two antennas are set to be one meter above the ground
and one meter away from each other. The shape of p(t) is
shown in Figure 6. In detail, the algorithm is summarized as
follows [16]:

(1) initialize the dirty signal with d(t) = r(t) and the
clean signal with c(t) = 0;

(2) initialize the damping factor γ which is usually called
loop gain and the detection threshold T which is used
to control the stopping time of the algorithm;

(3) calculate x(t) = p(t)⊗d(t), where ⊗ represents the
normalized cross correlation;

Figure 3: Parking building and a test vehicle.
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Figure 4: Antenna locations for the measurements beneath the
chassis.

(4) find the peak value P and its time position τ in x(t);

(5) if the peak signal P is below the threshold T , stop the
iteration;

(6) clean the dirty signal by subtracting the multiplica-
tion of p(t), P, and γ : d(t) = d(t)− p(t − τ) · P · γ;

(7) update the clean signal by c(t) = c(t) +P ·γ ·δ(t−τ);

(8) loop back to step (3);

(9) c(t) is the channel impulse response.

The impulse response generated by this algorithm is
determined by the value of the loop gain γ and the threshold
of the stop criteria T . In our deconvolution process, based
on the balance of the computation time and the algorithm
performance, γ is set to 0.01 and T is set to 0.04. Figure 7
shows an example of a received signal from beneath the chas-
sis and the impulse response obtained via CLEAN algorithm.
Each vertical line in the impulse response figure represents a
multipath component (MPC) whose relative time delay and
strength are indicated by the time position and amplitude
of the line. An example of measured waveforms from
the UWB propagation inside the engine compartments is
shown in Figure 8 together with the impulse response.
Observation of the recorded waveforms and the deconvolved
impulse responses reveals that paths arrive in clusters in this
environment. But for the measurements taken beneath the
chassis, there is no clustering phenomenon observed. This
observation is consistent with the structure of the channels.
Normally, the multiple rays reflected from a nearby obstacle
arrive with close delays, tending to form a cluster. Strong
reflections from another obstacle separated in distance tend
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Figure 5: Antenna locations for the measurements inside the engine compartments.

0 0.5 1 1.5

Time (ns)

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

A
m

pl
it

u
de

(V
ol

ts
)

Figure 6: Received UWB signal when receiving antenna is 1 m away
from transmitting antenna.

to form another cluster. The combined effects result in
multiple clusters in an impulse response. Inside the engine
compartments, there are auto parts sitting between or nearby
the transmitter and the receiver. But the channel beneath the
chassis only consists of the ground and the chassis, without
other obstacles sitting in the vicinity of the transmitter or
receiver. The lack of multiple scattering obstacles leads to the
lack of multiple clusters in this environment.

4. Statistical Multipath Channel Models

Based on the observation that the clustering phenomenon
exists for the UWB propagation inside the engine com-
partment but not for that under the chassis, different
models should be used to describe the channels in these
two environments. It is also observed in the experiments
that for the same antenna position there are very tiny
differences between the waveforms recorded at different time
points when sequences of narrow pulses are transmitted
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Figure 7: Example of received waveform and the corresponding
CIR for under chassis environment.

periodically; thus the channels can be considered as time-
invariant. We discuss the two channel models below.

4.1. UWB Propagation Beneath the Chassis. Narrowband
propagation channel impulse response can be represented as

h(t) =
K∑

k=0

αk exp
(
jθk
)
δ
(
t − τk

)
, (1)

where K is the number of multipath components, αk are the
positive random path gains, θk are the phase shifts, and τk
are the path arrival time delays of the multipath components
[17, 18]. θk is considered to be a uniformly distributed
random variable in the range of [0, 2π). However, as stated in
[19], for UWB channels, because of the frequency selectivity
in the reflection, diffraction, or scattering processes, MPCs
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Figure 8: Example of received waveform and the corresponding
CIR for engine compartment environment.

experience distortions and the impulse response should be
written as

h(t) =
K∑

k=0

αkχk exp
(
jθk
)
δ
(
t − τk

)
, (2)

in which χk denotes the distortion of the kth MPC. In
this paper, for simplicity, the impulse response of the UWB
propagation channel beneath the chassis is still described by
(1), and the phase θk equiprobably takes the value 0 or π.
In addition, the arrival of the paths is described as a Poisson
process, and the distribution of arrival intervals is expressed
as follows:

p
(
τk | τk−1

) = λ exp
[− λ(τk − τk−1

)]
, k > 0, (3)

where λ is the path arrival rate [20].
As for the shape of the power delay profile (PDP), our

measurement results from the chassis environment show
that PDPs do not decay monotonically. Instead, each PDP
has a rising edge at the beginning; it reaches the maximum
later and decays after that peak. So we adopt the following
function proposed in [21] to describe the mean power of the
paths:

E
{
α2
k

} = Ω ·
(

1− χ · exp
(
− τk
γrise

))
· exp

(
− τk

γ

)
,

(4)

where τk is the arrival delay of the kth path relative to the
first path, χ describes the attenuation of the first path, γrise

determines how fast the PDP increases to the maximum
peak, γ controls the decay after the peak, and Ω is the
integrated energy of the PDP.

4.2. UWB Propagation Inside the Engine Compartment. The
classical S-V channel model to account for the clustering of
MPCs is expressed as

h(t) =
L∑

l=0

K∑

k=0

αkl exp
(
jθkl
)
δ
(
t − Tl − τkl

)
, (5)

where L is the number of clusters, K is the number of MPCs
within a cluster, αkl is the multipath gain of the kth path in
the lth cluster, Tl is the delay of the lth cluster, that is, the
arrival time of the first path within the lth cluster, assuming
that the first path in the first cluster arrives at time zero, τkl is
the delay of the kth path within the lth cluster, relative to the
arrival time of the cluster, and θkl is the phase shift of the kth
path within the lth cluster [20].

Similar to the chassis model, for simplicity, the MPC dis-
tortion of UWB signal mentioned in [19] is not considered
in this paper, and (5) has been used to describe the UWB
multipath propagation inside the engine compartment. The
phases θkl are also considered to equiprobably equal 0 or
π. In addition, the arrival of the clusters and the arrival
of the paths within a cluster are described as two Poisson
processes. Accordingly, the cluster interarrival time and the
path interarrival time within a cluster obey exponential
distribution described by the following two probability
density functions [20]:

p
(
Tl | Tl−1

) = Λ exp
[−Λ(Tl − Tl−1

)]
, l > 0,

p
(
τkl | τ(k−1)l

) = λ exp
[− λ(τkl − τ(k−1)l

)]
, k > 0,

(6)

where Λ is the cluster arrival rate, and λ is the path arrival
rate within clusters.

Furthermore, S-V model assumes that the average power
of both the clusters and the paths within the clusters decay
exponentially as follows:

α2
kl = α2

00 exp
(
− Tl
Γ

)
exp

(
− τkl

γ

)
, (7)

where α2
00 is the expected power of the first path in the first

cluster, and Γ and γ are the power decay constants for the
clusters and the paths within clusters, respectively. Normally
γ is smaller than Γ, which means that the average power of
the paths in a cluster decay faster than the first path of the
next cluster.

5. Data Processing and Analysis

In this section, channel impulse responses are statistically
analyzed to extract parameters for the channel models. In the
processing of those PDPs showing clustering phenomenon,
clusters are identified manually via visual inspection. Both
the path arrival time and the variations in the amplitudes
are considered in the cluster identification process. Generally
speaking, when there is no overlap between neighboring
clusters, MPCs having similar delays are grouped into a
cluster. But when the overlap happens, path amplitude



6 EURASIP Journal on Wireless Communications and Networking

variations will be considered in the identification of clusters.
In such case, new clusters are identified at the points where
there are big variations, normally sudden increase, in the
path amplitudes.

5.1. RMS Delay Spread Distribution. Root-mean-square
(RMS) delay spread is the standard deviation value of the
delay of paths, weighted proportional to the path power. It
is defined as

τrms =

√√√√√√√√

∑

k

(
tk − t1 − τm

)2
α2
k

∑

k

α2
k

, (8)

where tk and t1 are the arrival time of the kth path and the
first path, respectively, αk is the amplitude of the kth path,
and τm is the mean excess delay defined as

τm =

∑

k

(
tk − t1

)
α2
k

∑

k

α2
k

. (9)

RMS delay spread is considered to be a good measure of mul-
tipath spread. It indicates the potential of the maximum data
rate that can be achieved without intersymbol interference
(ISI) [18]. Generally, serious ISI is likely to occur when the
symbol duration is less than ten times RMS delay spread.
As an important characteristic of the multipath channel,
RMS delay spread is calculated for each of our deconvolved
channel impulse responses. The measured complementary
cumulative distribution functions (CCDFs) of the RMS delay
spread for the measurements taken beneath the Taurus and
Escalade chassis are plotted in Figure 9, with their coun-
terparts for the engine compartment measurements shown
in Figure 10. The results show that the mean RMS delay
spread in the Taurus and Escalade chassis environment is
0.3101 nanosecond and 0.4431 nanosecond, respectively. In
the mean time, the engine compartment environment gives
the empirical mean RMS delay spread of 1.5918 nanoseconds
for Taurus and 1.7165 nanoseconds for Escalade. All of them
are much less than those reported for indoor or outdoor
environments, indicating less possibility of serious ISI [11].
Because the multipath delay spread decreases when the
distance between the transmitter and receiver decreases [22],
the small RMS delay spreads in our measurement result
from the small distance between the antennas. In most cases,
they are separated by less than 5 meters, which is much less
than those of indoor or outdoor measurement environments.
Furthermore, the lack of multiple reflecting obstacles for
the chassis environment makes the RMS delay spread even
smaller.

5.2. Interpath and Intercluster Arrival Times. As stated in
Section 4, the cluster arrival and intracluster path arrival in
S-V model are considered to be Poisson arrival processes
with fixed rate Λ and λ, respectively. Accordingly, their
interarrival intervals have exponential distributions. The
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Figure 9: CCDF of the RMS delay spread for UWB propagation
beneath the chassis.
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inside the engine compartments.

method to estimate λ andΛ is to get the empirical cumulative
distribution functions (CDFs) of the path and cluster arrival
intervals from the measurement data and then find the
exponential distribution functions best fitting them. λ orΛ is
just the reciprocal of the mean value of such an exponential
distribution function. Following this procedure, 1/λ for the
measurements beneath the Taurus chassis is determined to
be 0.2846 nanosecond, and it is 0.4101 nanosecond for those
beneath the Escalade chassis. In addition, for the data mea-
sured inside the Taurus engine compartment, 1/λ is 0.2452
nanosecond, and 1/Λ equals 3.0791 nanoseconds. Their
corresponding values for the Escalade are 0.3185 nanosecond
and 3.2575 nanoseconds, respectively. The semilog plots for



EURASIP Journal on Wireless Communications and Networking 7

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Delay (ns)

10−4

10−3

10−2

10−1

100

C
C

D
F

Taurus
Taurus

Escalade
Escalade

Figure 11: CCDF of interpath arrival intervals and the best-fit
exponential distributions for measurements beneath the chassis.

the CCDFs of these interarrival intervals with their best-fit
exponential distributions are shown in Figures 11, 12, and
13. In these figures, each best-fit exponential distribution is
found in the meaning of maximum likelihood estimation,
and their mean values just equal the reciprocal of the path
or cluster arrival rates. It can be observed that both the
path arrival rates and the cluster arrival rates are larger
than those reported for indoor or outdoor environments
[9, 10, 12]. The reason for these faster arrival rates is due
to the much shorter range of the UWB propagation in the
intravehicle environment. In addition, the fine resolution
with a bin width of 0.1 nanosecond used by us contributes to
the number of resolved paths, which in turn also contributes
to the faster path arrival rates.

5.3. Distributions of Path and Cluster Amplitudes. In narrow-
band models, the amplitudes of the multipath components
are usually assumed to follow Rayleigh distribution, but
this is not necessarily the best description of UWB MPCs
amplitudes. Due to the ultra-wide bandwidth of the UWB
signals, the time delay difference between resolvable paths,
which normally equals the reciprocal of the bandwidth, is
much smaller than that of the narrowband signals. As a
result, each observed UWB MPC is the sum of a much
smaller number of unresolvable paths. It is highly possible
that the amplitude distribution is not Rayleigh. To evaluate
the distributions of UWB path and cluster amplitudes, in
this paper we match the empirical CDF of the measured
amplitudes against Rayleigh and lognormal to find out which
one is a better fit.

Before the empirical CDF of the path or cluster ampli-
tudes is calculated, each CIR is normalized by setting the
amplitude of the peak path to be one, then the amplitudes
of the other paths in this CIR are expressed in values
relative to it. In addition, the peak amplitude within a
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cluster is identified as the amplitude of the cluster. The
Rayleigh distribution and lognormal distribution best fitting
the empirical CDFs of these amplitudes in the meaning of
maximum likelihood estimation are found. The probability
density function for Rayleigh distribution is

f (x; σ) = x exp
(− x2/2σ2

)

σ2
, x ∈ [0,∞), (10)
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Table 1: Standard deviations of best-fit Rayleigh and lognormal
distributions to the CDFs of path and cluster amplitudes.

CDF
Standard deviation σ

Rayleigh Lognormal

Path amplitude (Taurus chassis) 0.3481 7.5688

Path amplitude (Taurus engine
compartment)

0.2122 11.0571

Cluster amplitude (Taurus engine
compartment)

0.5153 5.1993

Path amplitude (Escalade chassis) 0.3348 6.5672

Path amplitude (Escalade engine
compartment)

0.2149 11.3850

Cluster amplitude (Escalade engine
compartment)

0.5401 5.2763

where σ is the standard deviation. For lognormal distribu-
tion, the probability density function is given by

f (x;μ, σ) = exp
[− ( ln(x)− μ)2

/2σ2
]

xσ
√

2π
, x ∈ [0,∞),

(11)

where μ is the expected value, and σ is the standard deviation,
respectively. For our measurements from beneath the chassis
and inside the engine compartments, standard deviations
of the best-fit Rayleigh and lognormal distributions are
found and listed in Table 1. In the mean time, CDFs of the
amplitudes for these measurements are plotted in Figures
14, 15, 16, 17, 18, and 19, with their best-fit Rayleigh and
lognormal distributions overlaid. In each figure, it can be
easily observed that the best-fit lognormal distribution curve
is closer to the distribution curve of the measured data than
that of the best-fit Rayleigh distribution. Calculation of the
root mean square errors (RMSEs) for the best-fit Rayleigh
and the best-fit lognormal distribution shows that the latter
is a better fit in all cases.

5.4. Path and Cluster Power Decay. On the one hand, to
calculate the PDP model parameters χ, γ, and γrise defined
in (4) for the measured data from beneath the chassis, the
deconvolved CIRs are normalized in a way so that for each
of them the integrated energy equals one and the first path
arrives at time zero. The average normalized path powers
versus their relative delays are plotted in Figure 20 for the
Taurus and in Figure 23 for the Escalade. Values of χ, γrise,
and γ are found by computing the curve best fitting these
power values in the least squares sense. As illustrated in
Figures 20 and 23, such curves give χ, γ, and γrise the values
of 0.9452, 0.2117, and 0.2524 nanosecond for the Taurus
and 0.9240, 0.2141, and 0.2997 nanosecond for the Escalade,
respectively.

On the other hand, to get the path power decay constant
γ for the measured data from the engine compartments,
normalization is performed on all clusters in the CIRs, so
that the first path in each cluster has an amplitude of one
and a time delay of zero. Then powers of the paths within
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Figure 14: Path amplitudes CDF with the best-fit Rayleigh (RMSE
= 1.1789) and lognormal (RMSE = 0.0489) distributions for
measurements beneath the Taurus chassis.
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Figure 15: Intra-cluster path amplitudes CDF with the best-fit
Rayleigh (RMSE = 0.2357) and lognormal (RMSE = 0.0239) distri-
butions for measurements inside the Taurus engine compartment.

these normalized clusters are calculated and superimposed
in Figures 21 and 24 for the Taurus and the Escalade. The
power decay constant γ is found by computing a linear curve
best fitting these powers in the least squares sense, and γ
just equals the absolute reciprocal of the curve’s slope. In
Figures 21 and 24, this curve is shown as the solid line,
and it gives the intracluster path power decay constant γ
a value of 1.0840 nanoseconds for the Taurus and 1.9568
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Figure 16: Cluster amplitudes CDF with the best-fit Rayleigh
(RMSE = 0.0840) and lognormal (RMSE = 0.0661) distributions for
measurements inside the Taurus engine compartment.
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Figure 17: Path amplitudes CDF with the best-fit Rayleigh (RMSE
= 0.2078) and lognormal (RMSE = 0.0726) distributions for
measurements beneath the Escalade chassis.

nanoseconds for the Escalade. Similarly, in order to get the
cluster power decay constant Γ, each CIR is normalized in
a way so that its first cluster has an amplitude of one and
an arrival time of zero. Here, cluster amplitude is defined
as the peak amplitude within a cluster, and cluster delay
is defined as the arrival time of the first path within the
cluster, respectively. Figure 22 shows the superimposition
of the cluster powers for the measurements of the Taurus
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Figure 18: Intracluster path amplitudes CDF with the best-fit
Rayleigh (RMSE = 0.2284) and lognormal (RMSE = 0.0319) distri-
butions for measurements inside the Escalade engine compartment.

−30 −25 −20 −15 −10 −5 0

Cluster amplitude (dB)

0

0.2

0.4

0.6

0.8

1

C
D

F

Measured data
Lognormal
Rayleigh

Cluster amplitude distribution fit

Figure 19: Cluster amplitudes CDF with the best-fit Rayleigh
(RMSE = 0.0891) and lognormal (RMSE = 0.0884) distributions for
measurements inside the Escalade engine compartment.

engine compartment, and Figure 25 shows that of the
Escalade engine compartment. The best-fit curves to these
cluster powers which are shown as the solid lines in the
figures determine the cluster decay constant Γ to be 3.0978
nanoseconds for the Taurus and 3.1128 nanoseconds for the
Escalade, respectively. It is observed that both γ and Γ are
smaller than their corresponding values reported in [12] for
indoor or outdoor environments, which means faster power
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Figure 20: Average normalized path power decay for measurements
beneath the Taurus chassis.
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Figure 21: Normalized path power decay for measurements from
the Taurus engine compartment.

decay in the engine compartment. Again, this is caused by
the much smaller space in the engine compartment.

6. Path Loss

Path loss describes the ratio of the transmitted signal power
to the received signal power. The relation between path loss
and the distance is normally described as follows [12, 23]:

PL(d) = PL0 − 10 · n · log10

(
d

d0

)
+ S, (12)

in which PL0 is the path loss at the reference distance
d0 of 1 m, n is the path loss exponent, d is the distance
between the transmitting and the receiving antenna at each
measurement spot, and S is a zero mean random variable
which has Gaussian distribution with standard deviation
σs. To evaluate the path loss exponent, the average received

0 2 4 6 8 10 12

Relative delay (ns)

10−2

10−1

100

N
or

m
al

iz
ed

re
la

ti
ve

p
ow

er

Figure 22: Normalized cluster power decay for measurements from
the Taurus engine compartment.
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Figure 23: Average normalized path power decay for measurements
beneath the Escalade chassis.
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Figure 24: Normalized path power decay for measurements from
the Escalade engine compartment.
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Figure 25: Normalized cluster power decay for measurements from
the Escalade engine compartment.

Table 2: Path loss

Path loss
Beneath chassis Engine compartment

Taurus Escalade Taurus Escalade

PL0 (dB) 30.15 9.57 4.86 6.32

n 4.58 1.61 1.21 1.51

σs 1.34 1.92 4.20 3.00

energy at each measurement position is calculated directly
from the impulse responses. Then the path loss versus
log10(d/d0) is plotted in Figures 26 and 27. A least square
fit computation is performed in order to get the value of
n for the chassis and engine compartment environments.
The extracted path loss parameters from the measurement
data are listed in Table 2. Values of these parameters are
comparable with those reported for indoor or outdoor UWB
measurements [12]. However, it is observed that path loss
beneath the Taurus chassis shows big difference from that
beneath the Escalade chassis. This is caused by the large path
loss values for position RX0 and position RX1 beneath the
Escalade chassis. For these two positions, half the receiving
antenna was above the Escalade front wheel axis and half
was not, when the measurements were being performed.
As a result, part of the energy was blocked by the axis
and the chassis sitting between the transmitting antenna
which was below the chassis plane, and the receiving antenna
half of which was above the chassis plane. If measurement
data from these two positions are excluded when calculating
the path loss for the Escalade chassis environment, the
extracted PL0 equals 35.15 dB, n equals 4.73, and σs equals
1.06.

Equation (12) describes the path loss dependence on
distance. For UWB, there is also frequency dependency in the
propagation, and the path loss is also a function of frequency
[19]. The frequency dependency of the UWB path loss is not
included in this paper and will be studied in the future.
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Figure 26: Path loss beneath the chassis.
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Figure 27: Path loss inside the engine compartments.

7. Summary

The main goal of our work is to understand the UWB
propagation in intravehicle environment. In this paper,
we report our UWB measurement results and the effort
to model the multipath propagation channels in two
commercial vehicles. Measurements are taken either from
beneath the chassis environment or from inside the engine
compartment environment. We use different channel models
to describe the UWB propagation in these two environments
considering the difference in clustering phenomenon. In
addition, statistical analysis is applied to the measurement
data to derive the model parameters. It is exhibited that in
the intravehicle environment, the path or cluster arrival rates
are greatly larger than those reported for indoor or outdoor
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environments while the path or cluster power decay con-
stants are smaller. In addition, the RMS delay spreads from
our measurements are also less than those reported for the
indoor UWB propagation, indicating potential for smaller
symbol duration when avoiding intersymbol interference,
hence potential for higher data rate [11].
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