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ABSTRACT

This paper presents an inversion of the abstract unification
operator for forward set-sharing analysis of logic programs.
The inverted operator, called a backward abstract unifica-
tion operator, computes all maximal pre-conditions for a
given equation and its post-condition. It is a key operator
in a backward analysis. The maximal preconditions are ob-
tained by first calculating a superset of all preconditions and
then generating all maximal pre-conditions from the super-
set. The latter step is transformed to the problem of finding
all maximal models of a Boolean formula.

Categories and Subject Descriptors

F.3.2[LOGICS AND MEANINGS OF PROGRAMS]:
Semantics of Programming Languages— Program analysis ;
D.2.8 [ PROGRAMMING LANGUAGES]: Processors—
Compilers

General Terms
Algorithms, Languages

Keywords

Backward Analysis, Set-Sharing, Logic Programs, Maximal
Models and Boolean Formulas

1. INTRODUCTION

If a programmer wants to call a predicate in a third party
program and knows what must hold after the call, it is natu-
ral to ask whether there is any condition on the call. Thisis a
point where backward analysis [17, 18] comes to play. Given
a post-condition and a goal, backward analysis infers a pre-
condition that guarantees satisfaction of the post-condition.
Once we know the pre-condition and the post-condition, we
can treat the third party library as a black box and use it
without inspecting it line by line. Another popular appli-
cation of backward analysis is software verification [3]. By
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inferring the pre-condition and comparing it with the pro-
grammer’s specification, the analyzer can tell whether the
program satisfies the specification [10]. Backward analysis
is goal independent and derives all information in one appli-
cation.

A backward analysis can be designed by abstract interpre-
tation of a backward collecting semantics in the same way a
forward analysis is. An alternative approach is to obtain a
backward analysis by inverting a forward analysis. This will
reduce the design effort when there exists a forward analy-
sis for the program property of interest because the correct-
ness of the backward analysis follows from the correctness of
the forward analysis [11]. Inverting a forward analysis boils
down to inverting its primitive operators. A forward anal-
ysis analyzes a primitive program construct C' by applying
a primitive operator f that abstracts the execution of C.
Given a property ¢ that describes the program state before
the execution of C, forward analysis computes a property
1 that describes the program state after the execution of
C by applying f to ¢, that is, ¥ = f(¢). The properties
¢ and 1) are called pre and post conditions respectively. [6,
7, 9] In a backward analysis, this computation is inverted.
The backward analysis computes all pre-conditions ¢ for C
such that a given post-condition 9 is satisfied. The set of
those pre-conditions is {¢|f(¢) C ¥} where C is partial or-
der on properties. Let ® be a set of properties. The set
of maximal elements in ® with respect to C is denoted by
maz(®P). Due to monotonicity of f, {¢|f(¢) C ¢} is down-
closed with respect to C and contains the same information
as maz({p|f(¢) C v}). Thus, given a post-condition ¥, it
is only necessary to compute those maximal pre-conditions
¢m such that f(édm) C 2.

In a set-sharing analysis [12, 13] for logic programs, in-
formation on aliasing dependencies and groundness depen-
dencies between variables is described by a set of sets of
variables where each set of variables is called a group. The
most important operator in the analysis is a forward ab-
stract unification operator. This paper presents an inverse
of the forward abstract unification operator. The inverted
operator, called a backward abstract unification operator,
computes maz({p|amgu,_,(¢) C ¢}) where amgu,_, is the
forward abstract unification operator and x = ¢t is an equa-
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fication is contained in the post-condition. However, this
will result in an inefficient algorithm. The proposed back-
ward abstract unification algorithm avoids applying forward
abstract unification on all sharings. It first computes a
superset of all pre-conditions and then generates maximal
pre-conditions by removing sharing groups from the super-
set. The main contribution of this paper is a backward ab-
stract unification operator for set-sharing that is obtained
by inverting the forward abstract unification operator for
set-sharing.

The remainder of the paper is organized as follows. Sec-
tion 2 contains basic concepts and recalls the set-sharing
domain. Section 3 informally introduces the algorithm via
an example. Sections 4-7 present the backward abstract uni-
fication operator in details. Given an equation and its post-
condition, the backward abstract unification operator first
normalizes the post-condition by filtering out those groups
that can not be generated by the forward abstract unifica-
tion operator. Section 4 presents the normalization step. It
also computes two special pre-conditions that are maximal
among those pre-conditions that are not relevant to both
sides of the equation. The remaining maximal pre-condit-
ions are generated from the union of all the pre-conditions
that are relevant to both sides of the equation. Section 5
shows how to compute the union without applying the for-
ward abstract unification operator. Section 6 reduces the
problem of finding those maximal pre-conditions to the prob-
lem of computing maximal models of a Boolean formula.
Section 7 puts together the overall backward abstract uni-
fication operator. Section 8 discusses related work and sec-
tion 9 concludes.

2. PRELIMINARIES

This section recalls some basic concepts that will be used
in the following sections.

Assume that there are a set of variables V' of interest. Let
var (o) be the set of variables in the syntactic object 0. An
equation over V' is a formula of the form a = b with a and b
are terms such that var(a),var(b) C V.

Let B = {1,0}. A Boolean function is a function f :
B™ — B. It is well known that the domain of Boolean func-
tions is isomorphic to the domain of Boolean formulas. We
will not distinguish between Boolean formulas and Boolean
functions. A truth assignment Int assigns truth value to
variables. We say a truth assignment Int is a model for f,
denoted as Int |= f, if f evaluates to 1 after each variable
z in f is replaced by Int(z). We sometimes write a truth
assignment as a set M = {X|Int(X) = true}. A Boolean
function is said to be satisfiable if it has at least one model.
Let m and m’ be two models, we say m < m' if m(X) =1
implies m/(X) = 1. We say a model m is a maximal model
if there is no other model m’ such that m < m’.

Sharing analysis [13, 12, 24, 2, 19, 4, 16, 5, 23] is an
important topic in static analysis of logic programs. There
are two widely used abstract domains: set-sharing [12] and
pair-sharing [24]. Inverting pair-sharing is presented in [21].
Inverting set-sharing is more complex than inverting pair-
sharing because of the complexity of the set-sharing domain
and its associated operators.

Set-sharing is due to Dean Jacobs and Anno Langen [12].
The abstract domain Sharing is {S € p(p(V)) | € S}.

The downward closure of a sharing S is | S = {G | G e

S, G C G/}. The most important operator is the forward ab-
stract unification operator amgug—¢. The operator amguz—+
is defined in term of three auxiliary operations. The closure
under union of a sharing ¢ is denoted ¢*, which is the small-
est superset of ¢ satisfying X € ¢* ANY € ¢* = X UY €
¢*. The set of groups in ¢ that are relevant to term ¢t is
rel(t,¢) = {G € ¢ | var(t) N G # 0}. Let rel(z = t, )
rel(x, ) Urel(t,$). We say that a sharing ¢ is relevant to
a term ¢t iff rel(t, ) # 0. The cross union of two sharings
defined as ¢1 and ¢2 is p1Weopo = {GUH|G € ¢p1 ANH € ¢a}.

In this paper, we assume that the equation is of the form
x = t where x is a variable and ¢ is a term that does not
contains x, because other situations can be reduced to this
basic case. The following definition of the forward abstract
unification is adapted from [12].

Definition 1. (Jacobs and Langen) [13, 12]
amgiia—i(6) = O\ rel(z, §)\rel(t, §)U(rel(x, §)" wrel(t, 3)")

3. WORKED EXAMPLE

This section informally introduces the proposed algorithm
for backward abstract unification. Given an equation and
its post-condition, the brute-force approach tries all possible
sharings in order to find all maximal pre-conditions. Sup-
pose that there are k variables of interest. Then there are

92* -1 possible sharings. The brute-force approach applies

for 22° = times the forward abstract unification that is itself
exponential [1]. Thus the brute-force approach is impracti-
cal since it is prohibitively expensive even for a small k, say
5.

The algorithm proposed in this paper is much more ef-
ficient than the brute-force approach. For a given equa-
tion and its post-condition, the algorithm first computes
two special pre-conditions that are maximal among those
pre-conditions that are not relevant to both x and t. Sec-
ondly, it computes the union of the pre-conditions that are
relevant to both x and ¢ and then generates maximal pre-
conditions that are relevant to both z and ¢ from the union.
The union, called the cover for the equation and the post-
condition can be computed without applying the forward
abstract unification operator. We now illustrate this pro-
cess via an example.

Normalizing the post-condition

The first step in calculating the maximal pre-conditions is to
normalize the post-condition by filtering out sharing groups
that can never occur in the result produced by forward ab-
stract unification. This is done by making use of the follow-
ing property: a sharing group in the result of an application
of the forward abstract unification operator is relevant to
both sides of the equation or to neither side of the equation.

Ezample 1. Let the equation be z1 = f(x2,x3) and its
post-condition {0, {z4}, {z2, x5}, {x1, 22, z3}} denoted w. Ob-
serve that sharing group {z2,xs} is relevant to f(z2,x3)
but not to xi. Therefore, it cannot occur in the result
of a forward abstract unification. In other words, letting
Y = w\ {{z2,25}}, any pre-condition for 1 = f(z2,z3)
and w is also a pre-condition for z1 = f(x2,x3) and 1 and
vice versa. So, we can normalize w into i and computing
maximal pre-conditions using the smaller sharing 1 as the
post-condition instead of the bigger sharing w. [ |



Computing special pre-conditions

We observe that there are two special pre-conditions:

bo = {0, {za}} U {{z1}, {z1, 24}, {z1, 25}, {21, 24, 25} }

and

{1"2}’ {xS}v {1‘2, 1‘3}, {1‘2, 134},
{x2, 25}, {23, xa}, {3, 25},
{z2, 23,24}, {22, 23,25}, {2, T4, T5},
{x3, 24,25}, {72, 23, T4, 25}

¢e = {0, {za}}U

¢ is only relevant to 1 but not f(x2,x3) and ¢; is only rel-
evant to f(x2,x3) but not z1. These two pre-conditions are
maximal among those pre-conditions that are not relevant
to both z1 and f(z2,x3). All other maximal pre-conditions
are relevant to both z1 and f(z2,z3).

Calculating the cover

The cover ¢. for an equation z = ¢ and its post-condition
9 is computed without applying the forward abstract uni-
fication operator amguz—=¢. Assume that v is normalized.
The computation is accomplished by making use of several
properties about amgu,—; that will be proved later. Firstly,
each maximal pre-condition for x = ¢ and v contains all
those groups in 1 that are not relevant to either x or t. Sec-
ondly, if a group G in a pre-condition for x = t and ¢ is
relevant to both x and ¢ then G occurs in . Thirdly, if G
is relevant to one of x and ¢ but not the both and G is in a
pre-condition ¢ that is relevant to both z and ¢ then G is in
| rel(xz = t,1). So, the cover is union of ¢ and the result of
removing from | rel(z = t,1)) those groups that are relevant
to both x and ¢ and those groups that are relevant to neither
x nor t.

FEzample 2. Continue with example 1.

w = {Qv {1}4}7 {x17x27x3}}
then

rel(z1 = f(z2,x3),7)

{{xlv T2, x3}}
®7 {xl}» {'TQ}: {$3}’

{171, 1172}, {261,:133},
{562,353}7{3317132,173}

L Tel(ml = f(m2,$3)7d))

The cover for 1 = f(z2,z3) and v is then obtained by re-
moving 0, {z1,z2}, {z1, 23} and {1, x2, 3} from | rel(z1 =
f(x2,x3),7) and joining the result with v, resulting in

¢C = {@, {1’4}, {1‘1}, {1’2}, {1‘3}, {1’2, $3}, {:E1,112, I3}}

Any pre-condition that is relevant to both x and ¢ is a subset
of ¢.. [ ]

Generating a Boolean formula

The remainder of the computation is reduced into the prob-
lem of computing maximal models of a Boolean formula that
is generated as follows. The forward abstract unification op-
erator amguz—. is first applied to the cover ¢.. The result
amguz=t(¢.) may contain groups that are not in the post-
condition ¢. Then a sufficient and necessary condition about
a pre-condition that is a subset of ¢. is generated from these
extra groups.

Ezample 3. Continue with examples 1 and 2. We have

amgum:f(m,zg)(qﬁC)\w
= {Q: {334}7 {xla xQ}y {xlv :83}, {xh L2, m3}} \ ()
= {{$17$2}7{x17x3}}

Maximal pre-conditions are obtained by removing sharing
groups from ¢. so that the extra sharing groups {zi,z2}
and {x1,x3} are not generated by the forward abstract unifi-
cation. In other words, a sharing ¢ C ¢. is a pre-condition iff
I & amguz=¢(¢) holds for each extra group I in amguz=¢(¢pc)\
(0

Consider the extra group {zi,z3} first. By the defini-
tion of amgu, the formula {z1,23} & amguy, (2 zs)(®)
is equivalent to {z1,z3} & &1 W @2 since {x1,z3} is rele-
vant to 1 = f(z2,23) where ¢1 = rel(z1,¢)” and ¢2 =
rel(f(z2,x3),¢)". By the definition of W and the condi-
tion ¢ C ¢¢, {T1,23} € P1 W @2 is equivalent to that for
any pair of non-empty groups (G, H) such that G is rele-
vant to 1, H is relevant to f(z2,z3), G € ¢, H € ¢. and
GUH = {x1,x3}, either G & ¢1 or H ¢ ¢2. There are
one such pair: ({z1},{z3}). We thus obtain the following
formula that is equivalent to {z1, 23} & amgug, —f(zy,24)(®)-

{z1} g rel(x1,9)" vV {xs} € rel(f(x2,23),6)"

The above formula is then transformed into an equivalent
one that consists of primitive formulas of the form G ¢ ¢
and logical operations A and V where G € ¢.. For instance,
{z1} & rel(xz1,¢)" is transformed to {z1} & ¢. The details
of this transformation will be described in section 6. In
this way, {1, 23} € amguyz, =f(zy,25) (@) is transformed and
simplified into

{z1} goVv{ms} ¢ ¢

Let B be an 1-1 function that maps a group in ¢. to a
Boolean variable. Assigning a Boolean variable the truth
value 1 means the corresponding group is in ¢. Assigning
a Boolean variable the truth value 0 indicates that corre-
sponding group is not in ¢. The above formula corresponds
to the following Boolean formula.

B({z1}) v B({zs}) (1)

which is equivalent to {21, 23} & amgUy, —f(2y,05)(¢). In the
same way, we can show that {z1,z2} & amgus, = f(zy,05) (@)
is equivalent to

(B({z1}) v B({z2}) (2)

Conjoining (1) and (2), we obtain the following sufficient
and necessary condition for a pre-condition ¢ for 1 = f(x2,x3)
and v such that ¢ C ¢,

(B{{z1}) vV B({z3}))) A ((B({z1}) vV B({z2}))) (3)
]

Computing Maximal Models

The Boolean formula generated from a given equation and
its post-condition in the previous steps expresses the suf-
ficient and necessary condition on pre-conditions that are
contained in ¢.. A pre-condition that is contained in ¢,
corresponds to a model of the Boolean formula. Since ¢.
contains each and every pre-condition that is relevant to
both x and t, the maximal pre-conditions that are relevant
to both = and t corresponds to the maximal models of the



Boolean formula. How to generate all maximal models of a
Boolean function is a well known problem [15], which can
be transformed to the problem of generating all maximal
independent sets [14, 25].

Ezample 4. Continue with example 3. Applying an ex-
isting algorithm [15], we get all maximal models of (3) as
follows.

B({z1}) = 0, B({z2}) = 1,

My = B({zs}) =1, B({z4}) = 1,
B({z2,x3}) =1, B({z1, 2,23}) = 1

B({xl}) = 173({‘T2}) =0,

M, = B({z3}) =0, B({z4}) = 1,

B({zz2,z3}) = 1, B({z1,22,23}) = 1
Maximal model M; and Ms correspond to maximal pre-
conditions p1 and pe in that u; = {G € ¢.|M;(B(G)) = 1}
and
M1 {@, {562}7 {133}7 {564}7 {232,363}7 {1’17913279133}}
H2 = {@,{wl},{174},{1‘2,1‘3},{%1,%27:03}}

Observe that 1 U e equals ¢, which is not a pre-condition.
[ |

All maximal pre-conditions

We now have maximal pre-conditions that are relevant to
both z and t. We also have two special pre-conditions ¢,
and ¢; that are maximal among those pre-condition that
are not relevant to both x and ¢. So, the set of all maximal
pre-condition is max ({1, p2, Gu, Pt }).
max({ﬂh H2;, ¢Za ¢t}) =
{®7 {1‘2}, {$3}7 {$4}’ {I27 $3}7 {1‘1, T2, I3}}7
{97 {961}7 {1»‘4}7 {962,953}, {$171’27$3}},
{@, {ZE4}, {ml}v {xlv 1’4}, {mlv 1‘5}, {xla T4, 1’5}},
wa {xQ}a {1'3}, {1’4}, {mzv £E3}, {an $4}7
{z2, 25}, {23, 24}, {73, 25},
{11727 x3, .’134}, {132, z3, {I’5}, {1:2, T4, 135}7
{ws, w4, w5}, {2, 3, T4, 75}

In summary, given an equation x = t and its post-condition
w, maximal pre-conditions are obtained by normalizing the
post-condition, calculating two special pre-conditions, cal-
culating the cover, generating a Boolean formula that ex-
presses the sufficient and necessary for pre-conditions that
are contained in ¢. and generating maximal models of the
Boolean formula. The next sections present these steps in
details.

4. NORMALIZING POST-CONDITION

For a given equation x = t and its post-condition w, back-
ward abstract unification computes maz({¢ | amguz—+(p) C
w}). Since the post-condition w is not necessarily the result
of an application of the forward abstract unification opera-
tor, it may contain groups that can never be generated by
the forward abstract unification. Such groups can be re-
moved from w without missing any maximal pre-condition.
Let ¥ = amgug=¢(p) for some sharing ¢. Then each group
G in 9 is either related to both = and ¢ or neither of them.
Thus, the first step in the backward abstract unification is
to filter out groups in w that is relevant to either x or ¢ but
not the both. Let

Y =w\ rel(z,w) \ rel(t,w) U (rel(z,w) Nrel(t,w))

Then {¢ | amgu.=¢(¢) C ¥} is equal to {¢ | amguz=(¢) C
w}. The sharing 1) is called a normalized post-condition.

Ezample 5. Let the equation be 2 = x4 and its post-
condition

0,{x5},{x1,x2, w3, x4}, {21, 22, 23}, }

w =
{ {z2, wa}, {x2, 23}, {1, 23, 24}, {22, 3, 24}

Then the normalized post-condition is

= {0,{xs}, {wa, wa}, {w2, w3, 24}, {x1, T2, T3, T4}}

Maximal pre-condition for x = t and v is maximal pre-
condition of z =t and w and vice verse. [ |

It follows that for a normalized post-condition v, rel(z, ) =
rel(t,v). In the sequel, we assume that post-conditions are
normalized and thus rel(z,v) = rel(t, ).

The following lemmas states that each and every maximal
pre-conditions contains a fixed part that can be computed
from z =t and .

Lemma 1. If ¢ is a pre-condition for x = ¢t and 1 then
¢ U (¢ \ rel(x, 1)) is a pre-condition for x = ¢ and ).

PrOOF. We have that amguz—:(¢ U (¢ \ rel(z,¥))) =
amgua—i (B)U(\rel(z, ). Since amgua—i(4) C ¥ and (4
rel(x, 1)) C 1, we have that amguz—: (¢ U (¢ \ rel(z,))) C
. O

For instance, in example 5, 9 \ rel(z,v) = {0, {zs}} is in
every maximal pre-condition.

A pre-condition for x =t and %) is either relevant to both
x and t or it is not. The following lemma allows us to focus
on those pre-conditions that are relevant to both x and t.

Theorem 1. Let ¢, = ¥ \ rel(z,v) U{G € p(V)|G N
var(t) = 0Az € G} and ¢ = ¢ \ rel(z, ) U{G € p(V)|GN
var(t) # 0 Az & G}. Then,

(a) amguz=t(dz) C v and if rel(t, @) = 0 and amguy—¢(¢p) C
1 then ¢ C ¢; and

(b) amgug=(¢:) C ¢ and if rel(z, ¢) = 0 and amguqa—(¢p) C
1 then ¢ C ¢:.

PRrROOF. We only prove (a) since (b) is symmetric to (a).
Let n = {G € p(V)|GNwvar(t) =0 Az € G}. Then ¢, =
(¥ \ rel(z,)) Un. We first prove that amguz—¢(¢dz) C .
We have that rel(z,¢.) = n and that rel(t,¢.) = 0. So,
amguz=t(dz) = ¢z \ n =P \ rel(z,) C 1.

The rest of the proof is done by contradiction. Assume
that rel(t, ¢) = 0, amguy—(¢) C ¢ and ¢ Z ¢,. Then there
isaG € ¢ and G € ¢,. Since G € ¢, GNwar(t) = 0.
Since G € ¢, G & n that together with G Nwar(t) = 0
implies = € G. So, G € amgug=¢(¢), implying G € 1. Since
G & ¢z, G &€ (Y\rel(z,v)) together with G € 1) implies that
x € G. Both z € G and z ¢ G, which is a contradiction. [

Theorem 1 implies that ¢, and ¢: are pre-conditions for
x =t and 1. Furthermore, any pre-condition for z = ¢ and
9 that is not relevant to both z and ¢ is contained in either
¢z or ¢ . In the case where a pre-condition ¢ for x =t and
9 is not relevant to either x or ¢, ¢ is contained in both ¢,
and ;.



Ezample 6. Continue with example 5. Let
V = {xl,xg,xg,m4,m5}
Then

{@a}, {z1, w2}, {@2, w3}, {w2, w5},
{®1, 22, 23}, {21, 22, 75},
{1‘2, xs3, 1‘5}, {1‘1,1‘2, xr3, $5}

{554}, {3:1» 334}, {Ig, Z’4}»
{za, 25}, {21, 23,24, }, {@1, 24, 25},
{3, 24,25}, {21, 23, 24,25}

s = {®7 {$1,$5}} U

¢e = {0, {ws}} U

Lemma 2. If rel(z, ) = 0 then maz({¢ | amguz—¢(p) C
¥}) = maz({¢z, d+}), where ¢, ¢, are defined in theorem 1.

PROOF. Since rel(z,) = rel(t,) = @ by assumption,
we have rel(t,¢,) = 0 and rel(z,¢) = {G € p(V)|G N
var(t) = O Ax € G}. Therefore, amgugy=¢(¢z) = 1. Sim-
ilarly, we can prove that amguz=+(¢:) = t. It remains to
prove that ¢, and ¢ are the only maximal pre-conditions
for x = t and ¥. By way of contradiction, assume that
¢ < ¢z and ¢ € ¢+ and amguz—¢($) C 1. Since ¢ € ¢, and
¢ & ¢¢, there is a group G in ¢ such that either (i) z € G and
Gnoars(t) # Qor (ii) G € ¥ and « € G and GNuars(t) = 0.
Consider the case (i) first. We have that G € rel(z, ¢) and
G € rel(t,¢) and hence, by the definition of amguz—:, we
have that G € amguz=¢(¢). This implies that G € ¢ and
rel(x,1v) # () that is a contradiction to that rel(z,vy) = 0.
In the case (ii), G € rel(z,¢) and G & rel(t,¢). We have
that G € ¢\ rel(x, p) \rel(z, @) and hence G € amguz—¢(¢).
This implies G € 1 that contradicts that G € . [

Observe that if ¢p = {0} then rel(z,1) = 0 and the above
lemma applies.

Ezample 7. Let V = {z1,22,25}, equation be z1 = x5
and 1 = {0, {z2}}. Then

¢m = {07 {l‘z}, {1’1}, {$1, 1:2}}

and

de = {0, {z2}, {75}, {ws, 22}}
|

¢¢ is contained in ¢, if var(t) = @ as shown in following
example. This explains why maz is used in lemma 2.

Ezample 8. Consider the equation 1 = a and its post-
condition be ¢ = {0, {z2}} where a is a constant. According
to lemma 2, we have maz({¢ | amguz,=o($) C 1}) equals
{0, {z2}} U{G € p(V)|z: € G} L

5. CALCULATING COVER

The remaining task in backward abstract unification is to
find those maximal pre-conditions for x = ¢ and v that are
relevant to both = and ¢. The following lemma states that
any group in such a pre-condition is either in the downward
closure of rel(x,) or it is not relevant to x = ¢.

Lemma 3. Let ¢ be a sharing such that rel(x, ¢) # 0 A
rel(t,¢) # 0. If amguz=:(¢p) C ¢ then G isin | rel(z, ) for
each G in rel(z = t, ¢).

PRrROOF. Let G € rel(x = t,¢). Then G € ¢ and either
z € G or GNuwar(t) # 0. Without loss of generality, we
assume that € G. By the definition of amgu.—: and the
condition that rel(t, ) # 0, there is an H € rel(t,¢) such
that GU H € rel(z,v). So, G €| rel(z,v). O

Maximal pre-conditions for z = ¢ and v that are relevant
to both x and t are generated from a sharing that is their
union. The sharing is called the cover for x = ¢t and ¥ and

defined as
(amguaz—(¢) C 1)
Covla = t,1) =U{ ¢ A
(rel(a, @) # 0) A (rel(t, 6) # 0)
The following theorem gives a method that computes cover
Cov(z = t,v) without applying the forward abstract unifi-
cation operator amguq,—;.

Lemma 4.
Cov(z = t,¢) =
YU{GElrel(z=t,¢) | (x€G)® (var(t)NG #0) }

where @ is exclusive disjunction.

PrOOF. (C) We first assume that amguz—+(¢) C ¢ and
rel(z,¢) # 0 and rel(t,¢) # 0. Let H € ¢. If H ¢
rel(z =t,¢) then H € amguq.—(¢) and hence H € 9.
If H is only relevant to x or only relevant to ¢ then
according to lemma 3, H € {G €] rel(z = t,¢)|(z €
G) @ (var(t) NG # 0)}. Otherwise, H is relevant to
both z and ¢ and we have that H € amguq.—(¢) and
hence H € .

(2) We first prove that Cov(z = ¢,¢) D 9. Let H be
an arbitrary group in ¢. If H € ¢ \ rel(z,) then
H € Cov(x = t,7) by lemma 1 that states that ev-
ery maximal pre-condition contains v\ rel(z, ). Oth-
erwise, H € rel(xz,1). We have amgu.—({H}) =
{H} C % since rel(x,{H}) = rel(t,{H}) = {H} # 0.
So, H € Cov(xz = t,1). Therefore, Cov(z =t,1) D 1.
Let H be an arbitrary group in {G €| rel(z = t,9)|(x €
G)® (var(t)NG # 0)}. Thereisan G in | rel(z = ¢,v)
such that H C G. Also H is relevant to one and
only one of z and t. Without loss of generality, as-
sume that H is relevant to only x. We then have
rel(z,{H,G}) = {H,G} and rel(t,{H,G}) = {G}.
It follows that amgu.—«({H,G}) = {H,G}\{H,G}\
{G}H) U{H,G}" v {G}* = {G} C 9. Recall that G is
relevant to both z and t. Thus, H € Cov(z = t,1).

O
FEzample 9. Continue with example 5. We have

o ={0,{xs}, {x2, xa}, {x2, x3, 24}, {21, 22, 73, T4 }}
{Gelrelz=tv)| (xe€G)® (var(t)NG #0) }
{z2}, {za}, {71, 22}, {Z1, T4},

= {2, 3}, {xs, x4},
{lel, T2, m3}7 {x17x37x4}

Hence
@, {xQ}v {1‘4}, {2?5}, {1‘2, ZE4},
{z1, z2}, {w1, ®a}, {2, x3},
Cov(z =t,9¢) = {xs, xa}, {21, 72, 23},

{z1, 23, 24},
{‘T27 z3, 134}, {.’131, z2,T3, .134}

which is denoted by ¢, in subsequence examples. [ |



6. GENERATING BOOLEAN FORMULA

Let ¢. = Cov(z = t,1)). We now present a method for
computing those maximal pre-conditions for x = ¢ and ¥
that are relevant to both = and t. If amguz—:(¢pc) C ¢
then the cover ¢. is the only maximal pre-condition that is
relevant to both x and t. If amguz—¢(dc) € ¥, we generate
a Boolean formula whose models corresponds to each and
every pre-condition that is contained in ¢. and generate all
maximal models of the boolean formula.

Let ¢ C ¢e. If amguy=1(p) C ¢ then I € amguz=:(¢)
for each I in the set amguz—t(¢pc) \ ¥ since amguz—; is
monotonic. In the other direction, if I & amgugy=¢(p) for
each I in the set amgue=t(dc) \ ¥ then amguz—=:(¢) C ¥,
for otherwise, there is a contradiction as follows. That
amguz—¢(p) € 1 implies that there is a group I’ such that
I' € amguz=+(¢) and I’ € 1. By the monotonicity of
amguz—¢, I' € amguz—i(p.) which together with I' &
implies I' € amguy=+($). Therefore, a sharing ¢ satisfying
¢ C ¢. is pre-condition for z = ¢ and ¢ iff I € amgue—(¢)
for all I € amguz=¢(¢pc)\ . The groups in amguz=¢(dc) \ ¥
are used to generate a Boolean formula whose maximal mod-
els corresponds to maximal pre-conditions that are relevant
to both = and ¢. Each group I in amguqz—:¢(¢.) \ ¥ is the
union of one group G in rel(z, ¢.)* and another group H in
rel(t,¢c)*. Let

(G € rel(xz,de)*)
A
(G,H)| (H €rel(t,pc.)") NI =GUH)
A
(GchHhAHCI)

Ezample 10. Continue with example 9.

0, {xs}, {z2, 24}, {x1, 22, T4}, }

{®2, T3, T2}, {71, 22, T3, T2}

(1) =

i)~

amgux=t(¢c) \'¢' = {{$1,$2, $4}}

({2}, {z1,24}),
({mhx?}: {$4}),
({z1, w2}, {1, w4}),
({z1, 22}, {72, w4}),
({an .134}, {xlv ‘T4})

O({x1,22,24}) =

The lemma below states that the following condition is
both sufficient and necessary for any subset ¢ of ¢. to be a
pre-condition for x =t and .

G ¢ rel(z, ¢)"
A A Voo (4)
Teamgua—i(6)\¢ \(G.H)em(n) \ H g rel(t, ¢)
Lemma 5. Let ¢ C ¢o. Then amguz=(¢p) C ¢ iff condi-
tion (4) holds.
PRrROOF. Since amgu,y—; is monotonic and ¢ C ¢., we
have amguz=:(¢) C amguz=t(pc). If condition (4) holds,
I ¢ amguge—(¢) for any I € amguz—:(dc) \ ¥ and hence

(amguz=¢(dc)\¥)Namguz=¢(p) = 0, implying amgu.—¢(p) C
1. In the other direction, if amguqs—¢(¢) C 1 then

(amgus—(6e) \ ¥) N amguo—i(¢) = 0

Thus, for each I € amguz=t(pc) \ ¥, I & amguz=¢(¢). So
condition (4) is true. [J

Ezample 11. Continue with example 10. The condition (4)
is:

({z2} & rel(ws, @)" V {z1, 24} & rel(ws, 9)7)
({z1, 22} ¢ 7"61(3027¢)£\\/ {za} € rel(zs,9)")
({z1, z2} & rel(za, ¢)" C{Il»l‘zl} ¢ rel(za,¢)")
({z1, 22} & rel(z2, ¢)" C{M»M} ¢ rel(za,¢)")
({z2, 24} & rel(z2, ¢)" O{:pl,m} ¢ rel(z4,¢)")

The condition (4) is not in a form that can be directly
used to find maximal pre-conditions for x = ¢ and v that
are relevant to both x and ¢. It has subformulas of the
form H ¢ rel(t,$)* in which H is not necessary in ¢.. We
transform each subformula of the form H ¢ rel(t,¢)” into a
formula that consists of primitive formulas of the form G & ¢
and logical operators V and A where G is in ¢.. We first
introduce an operation that decomposes a group H relevant
to t into pairs of groups (Hi, H2) such that H = Hy U Ha
and both H; and H» are relevant to t.

(H = Hy U Hy)
A
(H1 Nwar(t) # 0)
U™Y(H,t) = { (Hy, Hy) A
(Hz Nwar(t) # 0)
A
(Hi CH)A(H2 C H)

For instance, let H be {z2,z3} and t = f(x2,23). Then
U ({z2,23},t) = {({z2},{z3})}. The following function
transforms the formulas of the form H ¢ rel(t,¢)” where t
is either a variable or a term.

T(H ¢ rel(t, ¢)") =

(H & ) ANNHy v e (H1, Ha)  if H € ¢

/\(Hl,HQ)Gﬂ'U(HlaHQ) if H¢E ¢c
[(Hy & rel(t, ¢)")

where m = U™Y(H, t), o(H1, Ha) = v

[(Hy & rel(t, ¢)")

Ezample 12. Continue with examples 9 and 11.
Let consider {z2,z4} ¢& rel(xza,¢)*. Since {z2,z4} € ¢¢
and U™ ({z2, 24}, 24) = 0, So T({x2, 24} & rel(za,)*) =
{z2, 24} € & L]

We give another example about function I'.

Ezample 13. Let V = {z1,x2,x3,24}, ¢ = V), t =
f(z1,22) and H = {x1, 22, x3}. We have

({1}, {w2,z3}),
({1’1, 33’2}, {.T1, m3})7
({z1, z2}, {2, 23}),
({z1,z3}, {z2,z3}),

({‘rh "E3}a {1’2})

Uil({mlvx%x?)}ﬂf) =

and

U ({an, 2o}, t) = {({m1}, {a2})}



Then
T({z1, 22,23} & rel(f(z1,32),$)") =

{z1, 22,23} € ¢
({a1} ¢ ¢V?$27$3} ¢ ¢)

({z1, 22} € oA ({21} & ¢C {2} & 9)) V{z1, 23} & ¢)
({zr,z2t g on ({2} ¢ ¢© {2} & ¢)) V {w2,23} € ¢)
(a1, 23} ¢ ¢>C {2, 23} & 0)

(a1, 23} ¢ ;3\\/ {2} € ¢)

Lemma 6. Let ¢ C ¢ and H Nwvar(t) # 0. Then H ¢
rel(t,¢)* is true iff T'(H ¢ rel(t, ¢)”) is.

PrOOF. The proof is done by induction on the number of
elements in H.

Basis. H contains only one element. There are two cases
to consider: (i) H € ¢, or (ii) H ¢ ¢.. Consider case
(i). That H & rel(t,¢)” is equivalent to that H ¢ ¢ since
H Nwvar(t) # (. We have that U™ (H,t) = () and T'(H ¢
rel(t,$)*) reduces to H ¢ ¢. So, the lemma holds in the
case (i). Similarly, it can be verified that the lemma holds
in the case (ii).

Now assume that H contains n elements and that H' ¢
rel(t,¢)* < T(H' & rel(t,$)*) holds for any H' that has less
than n elements. There are two cases to consider: (i) H € ¢.
or (ii) H ¢ ¢.. Consider case (i). H ¢ rel(t, )" is true iff
that H ¢ rel(t,¢) is true and for all H1 C H and Hs C
H that H = H1 U Ha, (H1 & rel(t,¢)" vV Hi & rel(t,¢)*)
holds. Observe that if H; Nwar(t) = 0 then Hq & rel(t,¢)*
holds. Note that H ¢ rel(t, ¢) is equivalent to H ¢ ¢ since
Hnwar(t) # 0. So, That H & rel(t,d)* is true iff (H &€ ¢) A
Ny a)eu-1 e (H1 & rel(t, ¢)* vV Ha & rel(t, ¢)*) holds.
By the induction hypothesis, H; & rel(t,¢)* is equivalent
to D'(H; ¢ rel(t,¢)*) for ¢ = 1,2. Therefore, That H ¢
rel(t, )" is true iff (H &€ @) A A(py myyeu—1un(C(HL €
rel(t,$)*) VI (Hz & rel(t,¢)*)) is true. By the definition of
T, H & rel(t,¢)* is true iff T'(H & rel(t,¢)”) is true. The
case (ii) is similar. []

The formula I'(H ¢ rel(t,$)*) does not contain any ap-
plication of the functions rel(-) and (-)*. Lemma 6 allows
us to transform condition (4) into

(G ¢ rel(z,¢))

A A v (5)

Icamgua—(¢o)\w \(G.H)en) \ T(H & rel(t,)”)

that consists of logical operators V and A and primitive for-
mulas of the form G ¢ ¢ where G is in ¢.. The above
condition is then translated into a Boolean formula as fol-
lows. Each group G in ¢. is encoded by a Boolean variable
denoted B(G). Assigning the truth value 1 to B(G) indi-
cates that G is in ¢; and assigning the truth value 0 to
B(G) means that G is not in ¢. A sharing ¢ corresponds
to a truth assignment p in that ¢ contains a group in ¢.
iff 4(B(G)) = 1. The sharing that corresponds to a truth
assignment g is denoted [p]. The condition (5) can be trans-
formed into the following Boolean formula by a mapping

that replaces G ¢ ¢ with B(G) where —~ is the negation

operator.

(G & rel(z,¢)")
s A A v (6)
reor \(@,men \ T(H & rel(t,¢)*)

where ¢1 = amguqe—¢(Pc) \ ¢

Ezxample 14. Continue with example 11.
The formula (5) is

({2} € ¢V {z1, 24} € 9)
({21, 22} ¢ Zﬁ\\/ {za} € ¢)
(a1, 22} ¢ ¢C{ﬂf1»$4} ¢ ¢)
(a1, 22} ¢ ¢C{$2»$4} Z o)
({w2, x4} & ¢O{l’1’x4} ¢ ¢)

and the formula (6) is

(B({z2}) vV B({z1,z4}))

A

(B({z1,z2}) V B({z4}))
A

(B({z1,z2}) V B({®1, 74}))

A

(B{{z1,z2}) vV B({z2, z4}))

A
(B({z2,z4}) V B({®1, 74}))

The Boolean formula (6) is equivalent to the logical for-
mula (5) in that a sharing is a model of (5) iff its correspond-
ing true assignment is a model of (6). Maximal models of
(6) corresponds to maximal models of (5).

The following theorem gives a method for computing max-
imal pre-conditions for x =t and .

Theorem 2. Let M be the set of maximal models of (6).
Then the set of maximal pre-conditions for x = ¢t and ¥ is
maz({[p] | p € M} U{¢z,d:}) where ¢, and ¢, are defined
in theorem 1.

PRrROOF. Let ¢ be a maximal pre-condition for x = t and
1. If ¢ is not related to both = and ¢, by theorem 1, ¢ C ¢
or ¢ C ¢r. Assume that ¢ C ¢, without loss of generality.
Since ¢ is a maximal pre-condition for z =t and ¥, ¢ = ¢
and ¢, € maz({[u] | 1 € M}U{6,,91}). So, & € maz({[u] |
wE€ M}U{ps, ¢d:}). Otherwise, ¢ is relevant to both z and
t. By lemmas 4, 5 and 6, ¢ corresponds to a maximal model
of (6) and hence ¢ € max({[u] | p € M} U {¢s, P:}).

In the other direction, assume that ¢ € maz({[u] | p €
M}PU{dz, ¢t }). If ¢ = ¢s; for any ¢ = 1,2 then by the defi-
nition of max and theorem 1, ¢ is a maximal pre-condition
for x = t and ¥. Otherwise, ¢ corresponds to a maximal
model of (6) that is not contained in either ¢, or ¢:. Then
¢ is relevant to both x and ¢, for otherwise, ¢ is contained
in ¢ or ¢: by theorem 1. By lemmas 4, 5 and 6, ¢ is a
maximal pre-condition for x =t and ¢. [



Ezample 15. Continue with example 14.
The set of maximal models of formula (6) in this example
corresponds to following set of sharings

@7 {122}, {3:4}7 {125},

{z2, 25}, {72, 24}, {73, 24},
{.’El,xQ,.TS}, {x1,.’1}3,x4},
{z2, 3, wa}, {21, 22, 3, 24},

@, {$4}7 {x5}7 {1'1, 1'4}, {x27 1'3},
{$3,$4}7{x1,$2,$3},{$171'3,1’4}, )

{132, 3, 1’4}, {IE1,$27$3, I4}
0,{x2}, {xs}, {x1, 22}, {m2, 23},
{zs, x4}, {w1, 22, w3}, {21, w3, T4},
{z2, 3,24}, {21, T2, T3, T4}

How to generate all maximal models of a Boolean formula
is well known [15]. The Boolean formula (6) can be put into
a purely negative CNF (conjunctive normal form). Finding
all maximal models of purely negative CNF can be trans-
ferred to the problem of generating all maximal independent
sets [14, 25]. Applying an algorithm in [15], we can generate
all maximal models for the Boolean formula (6) and obtain
all maximal pre-conditions for = ¢t and ¢ using theorem 2.

7. BACKWARD ABSTRACT UNIFICATION

We are now ready to put together the results in previous
sections and present the backward abstract unification oper-
ator. Given an equation x =t and its post-condition w, the
backward abstract unification function first normalizes the
post-condition w to 1 and then computes the maximal pre-
conditions for z = t and v applying results in theorems 1
and 2.

Definition 2. (backward abstract unification)

amgu, 2 () = maz({[u] | p € M} U {6z, é})

where ¥ = w \ rel(z,w) \ rel(t,w) U (rel(z,w) N rel(t,w)),
w is an arbitrary post-condition, M is the set of maximal
models of (6), ¢ and ¢; are given in theorem 1.

Ezxample 16. Continue with example 15 and 6.
maz({[p] | p € M} U{¢a, ¢:}) =
@, {xQ}v {1‘4}, {x5}7
{z2, 23}, {x2, 24}, {23, 24},
{1’1,$2,$3},{x1,x3,l’4},
{z2, 235, 24}, {21, 72, 23, T4},
0, {‘T‘l}v {x5}7 {xlv 1’4}, {-T27 x3}7
{z3,za}, {x1, w2, 3}, {@1, 23, 24}, 7,
{z2, 23, x4}, {x1, %2, 23, T4}
@7 {x2}7 {m5}7 {xlv 172}, {x27 :Eg},
{1‘3,1‘4}7{$1,$27x3},{$1,x3,$4}7 5
{2, z3, 24}, {x1, T2, 3, 24}
0, {$2}7 {1’5}, {xh x2}7 {122, x3}7 {‘T27 x5}7
{2171,:1’27133},{131,132,:175}, s
{z2, 23,25}, {z1, 22, 23,25}
(07 {CL‘4}, {{E5}, {xlv .184}, {1'3, 1]34},
{wa, 25}, {x1, 23, 24, }, {71, 04, 75},
{z3, x4, 25}, {x1, 23, 74, 5}

8. RELATED WORK

Backward analysis propagates properties against control
flow. It infers a pre-condition that satisfies assertions at-
tached to the source code. Forward analysis manipulates

the properties in the direction of the control flow. It checks
whether those assertions could be violated. Both forward
and backward analysis are useful in software verification.

Termination inference [8] proposed by Genaim and Codish
generalizes traditional termination analysis. It infers modes
for which a logic program is guaranteed to terminate. One
of the key components in [8] is the backward groundness
analysis proposed in [17].

In [17], King et al. show how a backward analysis can
infer the pre-condition that ensure satisfaction of the post-
condition. The analysis is composed of a least fixpoint
component and a greatest fixpoint component. Least fix-
point component calculates success patterns and greatest
fixpoint component uses these success patterns to infer the
pre-condition. They use a pseudo-complement operator to
infer mode requirement from right to left. The pseudo-
complement operator, however, requires the domain to be
condensing.

In a type inference presented in [20], the post-condition
is a set of type signatures for selected predicates such as
built-ins. Then the analysis infers all valid type signatures
for other predicates that guarantee satisfaction of the type
signatures for the selected type signatures.

Determinacy inference for logic program [22] infers de-
terminacy conditions on a call that ensures it computes at
most one answer and that answer is generated only once.
One principal component in [22] generates post-condition
first and then backward analysis computes pre-conditions.

Hughes and Launchbury [11] shows how to invert a func-
tion in abstract domain. Although their object language is
functional language, they argue the reversal of a semantic
of function should not refer to the concrete semantics. This
paper shows this can be done for set-sharing analysis of logic
programs.

In [21], a backward pair-sharing analysis is obtained by in-
verting abstract operators for a corresponding forward pair-
sharing analysis. The domain and operators for forward
pair-sharing analysis are much simpler than those for for-
ward set-sharing analysis. There are also properties of pair-
sharing that are not possessed by set-sharing. For instance,
if t is not ground, then for pair-sharing, amgu.=+(S) C T
implies S C T'. Thus, a pre-condition is a subset of a given
post-condition and the maximal pre-conditions can be gen-
erated by removing sharing pairs from the post-condition.
The forward set-sharing analysis has a more complex domain
and more complex abstract operators; making it difficult to
invert.

There have been much research in sharing analysis of logic
programs [12, 24, 2, 19, 4, 16, 5, 23]; Set-sharing analysis
is one of the well studied analysis for logic programs. Set-
sharing captures variable alias and groundness. Rather than
designing a backward set-sharing analysis from scratch, this
paper shows how an abstract operator for backward set-
sharing analysis can be obtained by inverting a correspond-
ing abstract operator for forward set-sharing analysis.

9. CONCLUSIONS

We have presented a backward abstract unification opera-
tor for set-sharing by inverting forward abstract unification.
The inversion is realized by transforming the problem of
finding all maximal pre-conditions into the problem of find-
ing all maximal models of a Boolean formula. The backward
abstract unification operator can be plugged into a backward



analysis engine to perform backward set-sharing analysis.
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