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Motivation

Digital systems can be characterized ,, masonides signalimagelvideo
by a series of properties: orfeatures

Energy, Performance, Precision, & IN okl [ouT l %,

Resource Usage, Bandwidth, etc. -l SysTEM | BN

The controlling of these variables at Energy ... | Parameters
run-time is defined as Dynamic @ Performance1

. . Precision
Reconfigurable Computing e
Management.

D I}Qmic Reconfigurable Computing Management will enable us to
eliver:
A dynamically self-adaptive system (by dynamic allocation of

computational resources and dynamic frequency control) that satisfies
time-varying Multi-variable requirements (or constraints).

Optimal hardware realizations: We want to investigate optimal
solutions that can meet time-varying Multi-variable requirements .

For example, if the variables were Energy, Performance, and Accuracy,
then the system should minimize energy consumption, and at the
same time maximize lp_erfmjmance and precision, while OAKLAND
satisfying the given multi-variable requirements. e
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Set 1 of ! Set 2 of Multi-variable Space:
The System can then Parameters : Parameters Energy-Performance-Accuracy
carry out :
. . DIGITAL I DIGITAL
independent tasks in | system e
time: - | ” / .
0 b | 2 ts time
e BT P;rfor manctelzb ?O;‘ps ' Performance >100 fps
D - nergy available for s
SUMEETE atleast 10 hours AR S
- TASK 1 . TASK?2

Examples:

Task 1: A video processing system is asked to deliver real time
performance at 30 frames per second (fps) on limited battery life that
will also need to operate for at least 10 hours. This is a multi-
objective optimization problem. If solutions are found, pick the
system realization that delivers the highest accuracy.

Task 2: Now, suppose that we are asked to deliver performance at 100
frames per second (fps) at some minimum level of accuracy (60dB). In
this case, we select the hardware realization with the lowest energy
requirements while meeting the performance and accurac

e g the pery Y OAKLAND
constraints. UNIVERSITY.




Motivation

Dynamic Reconfigurable Computing Management can rely on: Dynamic

Partial Reconfiguration and Dynamic Frequency Control on FPGA:s.
th

Dynamic Partial Reconfiguration (DPR)

DPR technology enables the adaptation of hardware resources by 3
modifying or switching off portions of the FPGA while the rest
remains intact, continuing its operation.

A Partial Reconfiguration Region (PRR) is a region whose 4
hardware configuration can be modified at run-time. Samic

region
Xilinx® devices: the PRR is dynamically reconfigured via the //_W/

internal configuration access port (ICAP). static region

to

Dynamic Frequency Control B cency — ARG
Digital Clock Managers (DCMs) inside ~ Contrelon Virtex-4FPGAs A

FPGAs provide a wide range of clock g l i n<; | s
management features. s s = el i Xiﬁz*ﬁ
The Dynamic Reconfiguration Port (DRP) | & [z correas || %3 glv[ve' "B Variaste
of the DCM enables dynamic control of the| § [8 E2me—{& & —|uadaroo) Clock
frequency and phase. = We can S VO ) F ardy
dynamically adjust the frequency without DCRMASTER oRE ___
reloading a new bitstream to the FPGA. OAKLAND

UNIVERSITY.
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General approach (1/7)

For a given system, Dynamic Reconfigurable Computing
Management is carried in the following manner:

1) Definition of Objective Functions
2) Development of efficient cores
3) Parameterization of Hardware Cores

4) Multi-objective Pareto Optimization in the
Multi-Variable Space

5) Dynamic management based on real-time
multi-variable constraints

OAKLAND
UNIVERSITY.
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General approach (2/7)

1) Definition of objective functions:
A wide range of quantities (e.g., energy, performance, precision,
hardware usage) can considered as the objective functions of system

parameters. These properties may have a slightly different definition
depending on the application:

Energy can be measured as the total energy spent during the system
operation, or the energy spent during an operation (e.g., energy per
video frame). In some instances, measuring Power is more useﬁfl

Performance can be measured 13/: Megasamples per second, frames
per second, Megabytes per second, etc.

Precision can be measured by: numerical representation, or
accuracy with respect to an idealized result (e.g., PSNR).

There can be objective functions that pertain to an specific
application. For example, in image compression, the bitrate metric
evaluates the compression efficiency sz hardware architecture (e.g.
JPEG processor). Or bandwidth for communication networks.

OAKLAND
UNIVERSITY.
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General approach (3/7)

2) Development of efficient cores: The hardware architectures should
use techniques that:

i) Minimize the amount of computational resources (e.g. LUT-based
approaches, Distributed Arithmetic),

ii) Exploit parallelism and pipelining so as to obtain high performance
architectures.

iii) Make intensive use of DPR and/or take advantage of DPR.
The cores should be described using Hardware Description Language

(HDL) at the Register Transfer Level (RTL). The best effort must be
made so that these cores remain portable across devices and vendors.

NON-SYMMETRIC FILTER SYMMETRIC/ANTI-SYMMETRIC FILTER PIPELINED ADDER TREE
| Qe §<— fEJety }<—--*-[M1 X(0) X2 X3 X@) X5 X
X_in g > _) | 4
7 ’l> > > > X_in B/ e |XIN-1] X[N-2 _)E} xM+1]| TET :
Br B . B Bl ey, LB = 20 T T Ty
XIN-1] XIN-2] X[1] X[0] symmetry” = = -& only when "+ |_V_|_‘ |.V_L‘
N is even
E_COF ¥ ¥ ¥ v s[M 2] s[0] [V_—|
NH E E E E
X 0 0 0
NH+B NH+B NH+B NH+B \ - v /
vy 10
Add
tre:r \ + / s / OAKLAND
UNIVERSITY.
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General approach (4/7)

3) Parameterization of hardware cores:

Fine control of the objective functions (e.g., energy, performance,
accuracy) is greatly helped by realistic parameterization of the hardware
cores (e.g., I/O bit-width, number of parallel cores).

Parameterized HDL code allows us to quickly create a set of hardware
realizations by varying the parameters. Each realization comes with
different values for the objective functions, which we ultimately control by
varying the hardware parameters.

Example: Parameterization of the ‘Pixel processor’ architecture:

NC (number of cores), NI (number of input bits per pixel),
NO (number of output bits per pixel), F (function to be implemented),

LUT values (text file with LUT values) NC NI NOF  LUTvalues
: : . l l l ll(from textfile)
Entity pix processor is
generic [ MC: INTEGER:= 4; —- nunber of cores
NI: INTEGER:= &; —-- number of input bits per pixel
No: INTEGER:= 8; —- number of output bits per pi=xel NIxNC PIXEL NOxNC
F: INTEGER:= 1; -- twype of function (1..5) # PROCESSOR
file LUT: ITRING:= "LUT waluss.txt"); —- text file for LUT wvalues
port [ dyn in: in =std logic wvector (WNCYNI - 1 downto 0] ;
dyn out: out =std logic wvector [(NCFHNO - 1 downto 010 ;
end pi}:_prucegsnr: B B OAKLAND

UNIVERSITY.
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General approach (5/7)

4) Multi-objective Optimization in the Multi-Variable Space:

Multi-variable space: Represented by a set Y A Multi-variable
of hardware realizations along with their -%ll:l O Space
objective function values. We create it by ~SETOFHARDWARE 2y O g g
varying the system parameters. REALIZATIONS © 0,90 g
Optimality: A hardware realization is Parameters Objective F“"iﬁ"ﬁ/;‘ 0 gg o
defined to be optimal in the multi- gg:; xg:azz; _— " _ o
objective (Pareto) sense if it is not Set3 Values 3 >g O
possible to improve on all criteria without .- —
deteriorating in at least one of them. Objectivel

Example 3-variable space: Energy-Performance-Accuracy Space: An optimal
hardware realization is defined as one that minimizes energy, while
maximizing performance and accuracy.

>N

SA o > O oog The Energy-Performance-
Slmo po e Accuracy space is shown along
= e th the Pareto- optimal
- with the Pareto- optima
O ) points.
o B
< In some cases, we may want to
explore a space of just 2

variables, e.g., the Energy-

Pareto front ACCUT’CIC)/ space.

Pareto front

OAKLAND
-Performance UNIVERSITY.

>» -Accuracy
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General approach (6/7)

5) Dynamic management based on real-time multi-variable constraints:
Once the Pareto ﬂont has been extracted, we can cast optimization problems
based on multi-variable constraints. We will use the Energy-Performance-
Accuracy Space to explain this idea.

Example: We are given constraints on the 3 variables. The feasible set is then
represented by the . We prioritize energy consumption, so we
select the realization from the feasible set that also minimizes energy
consumption. This can be cast as the following optimization problem:
o Energy(Ri) < 2m/J
mmg?lzeEnergy(Ri) subject to:  Accuracy(Ri) = 50dB
Performance(Ri) = 30fps

Circled point: Realization
from the feasible set that 3
minimizes enerqgy .
consumption.

Energy

constraints

constraints

If we ignore one variable > | d

say, performance), we \RK@ \
—~

have a 2D optimization
4 -Accurac
problem. < _Accuracy )

-Performance

OAKLAND
UNIVERSITY.
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General approach (7/7)

5) Dynamic management based on real-time multi-variable
constraints: Now, we are given time-varying simultaneous
constraints: dﬁerent set of constraints are applied at different
moments in time.

The system receives stimuli in the form of multi-variable constraints
and reconfigures ltselgfwa DPR and/or Dynamic Frequency Control to
meet the multi-variable constraints. The figure shows examples with 3

and 2 simultaneous constraints.

'm' Pareto points 'm' Pareto points

30mJ

>\\/ |
'Am me -Accuracy

D—->0—>0 D—->0—> 0

Energy min 30 mJ
Accuracy (psnr) 50dB max

- Energy min 30mJ
Performance (fps) | 200 300 max

Accuracy (psnr) = max max

] ] ) ] ] ] OAKLAND
7 7 7> 7 7 7> UNIVERSITY.
t to t3 ty th t3
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Implementation Details (1/2) *

Embedded FPGA system that supports Dynamic Partial Reconfiguration
and Dynamic Frequency Control:

Pareto-optimal point: Represented by <bitstream, frequency of operation>

- Hardware realization that becomes active in the FPGA via Dynamic Partial
Reconfiguration (DPR) and/or Dynamic Frequency Control.

If the system receives a multi-variable constraint:
It looks for a solution in the Pareto-optimal set: <bitstream?®, freq™*>

It reconfigures the FPGA dynamic region(s) and /or frequency of operation, so
as to meet the multi-variable constraints.

Example (one Dynamic Region): The PRM (Partial Reconfigurable Module)

is a hardware core that performs an specific task and that can be modified at
run-time.

o . )
o ) m' Pareto points
= 2 PLB/AXI Peripheral
S5 PRC/ clkfx AN BN Module 1 [
C o frequenc
S %» uBlaze/ &gR ctr)I/ PR_done 22 Module 2 S8
3 : > g Module 1 S
= ° pLeiAXi | S 2
of 3 By Vodule 1 [
| | Im[s | | i o
~ - N
Ethernet || System || DMA memor ICAP | - -
MAC ACE core Y[l core [~ £
¢ N7 'n' bitstreams 1 Il N | ——
- in memo = E 21 n"unique feq.
CF n<m I SIS S -Accuracy ot bitstreams 3
i, | card = ! -Performance n <m
- OAKLAND

*PRR: Partial Reconfigurable Region UNIVERSITY.




Implementation Details (2/2) &

A Pareto point is represented by ‘k’ bistreams and the frequency of operation if:

The system has ‘k’ dynamic regions. The requested operation requires the
dynamic regions to have a unique combination of bitstreams.

The system has one dynamic region, but the requested operation requires
reconfiguring the dynamic region ‘k’ times.

Generalization: A Pareto point is represented by:

<bitstream1, bitstream

Design Parameters

'k' Dynamic Regions

2"

Hardware core

In some cases, a
different Pareto point
can exist where only

the frequenqy
changes

e

clock
frequency

Static Region

/} 'm' Pareto points

l PO1 --------~
.\ﬁoz ———————————————
PO3 ________ | R

_______

Objective2

Pareto front

Objectivel

'n'unique sets of partial bitstreams

T o2

prmk, e

prmk, B

LN prm ks i

prmk,

prmk, IS

partial bitstreams freq.

n<m p<m

., bitstreamy,, frequency of operation>

Design Parameters

One Dynamic Region Hardware core
In some cases, a \ E—
different Pareto point | ILALLL
can exist where only
the frequenqy clock
changes freque“0y> Static Region
« A 'm'Pareto points 'n*unique sets of partial bitstreams
fzjl POl ---------""""""" ‘ prm2; --- [prmky| f:
O
o PO2-=======meemeom 3 pr
o | Agos e s - i
PO4 -------
° 0
Pareto front FiOm __ prm2, e+ prmk, £,
> . -
Objectivel partial bltsKL AN

n < m,UNIVERSITY.
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Digital signal, image, and video
processing applications

The following systems are discussed:

Pixel Processor and Dynamic PPA/EPA
Management

2D Separable FIR Filter Dynamic EPA
Management.

OAKLAND
UNIVERSITY.
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Pixel Processor (1/4)

LUT-based architecture. S ——

Single-pixel operations (e.g.,
gamma correction, Huffman
encoding, histogram
equalization, contrast stretching)
can be dynamically swapped.
Parameter F modifies the

> ,
\ b i
¢ :
K f
1] V

funCtion | | a;trething - InvsGmg\a correction"‘ G corre?t‘ién
alpha=2, m=0.5 gamma = 2 gamma = 0.5
In addition to dynamically NC Nl NOEF  LUTvalues
modifying the input-output (from text file)
function, we allow for the
modification of:
. c NOxNC

 Input pixel bitwidth (NI) NIx NC PIXEL

e Qutput pixel bitwidth (NO), 7 j PROCESSOR / i

e Number of parallel processing

elements (N C ) * VHDL IP core available at:

OAKLAND
dllamocca.org UNIVERSITY.




Pixel Processor (2/4)

Embedded System:

O

One Dynamic Region. Pareto point represented by: <bitstream, frequency>.
Pixel processor interface: PLB (Processor Local Bus) slave burst interface. The

figure shows a PRR with NC=4, NI=NO=8.

The system dynamically reconfigures: NC, NI, NO, FUNCTION, under the
following constraints: NIxNC<32, and NOxNC < 32 (because of the 32-bit PLB)

Five ‘clkfx’ frequencies allowed: 100.00, 66.66, 50.0, 40.00, and 33.33 MHz.
FIFOs required to properly isolate different clock regions (PLB clk= 100 MHz and

‘clkfx’).

" Hardware core
|
= !
< ®© .
ks = PowerPC DeRBUS Pixel &
c Processor M
8 1
| :
[P F T T T o
Ethernet DMA ||System memo ICAP P ICAP
MAC core ACE Y| core port
______________ \
! jt i ] N = | 'n’' bitstreams
CF I %’ % %J ' in memory
o°c 0
—_— card i S|% Bl
i = | = = |

Implemented on a ML405 Development Board
Device: XC4VFX20-11FF672

PLB Bus

N

q

Bus2IP_RdRe

Bus2IP_WrRe
Bus2IP_Clk !
Bus2IP BE |

(0)

Bus2IP_WrCE

e

[ 1 A MNMNNMN
PLB46 Slave Burst IP )
el wixip g[Sl 13}
i 8 Slave I ——11PRR Slave 8 EE =i
O|o'|] RegO o b Reg1 A2
T &|  iFIFO 512x32 : : OFIFO512¢32 @ é é ol
0|3 FWFT Ll oot [ FWFT N IEEL

= | bt — a m
oV (C:I_) 1| 8-to-8 [y % g an N :
2| =>oi DO72|i [, 117D DO o
g —s{wren rden 1 5-t0-8 [ 1] wren rdenfe— .
- =11 to 1 = - = 1
= ol 1HE S T '
& == =3 IR RT i B = S E o :
Sl rE_2 0 S| T]8to-8[T 0|—> 20 < '
. ifull|] [iempty Ty ofull |oemp c :
| = ||
L E ,
rd FSM :

N

wr !
3| FSMm l
1
e : ]
_________________________________________________ wren_—) >—

OARLAND

UNIVERSITY.




Pixel Processor (3/4)

§/§r A4 S O d N ele

Multi-objective optimization of the Power-Performance-Accuracy space:
Function: log(1 + I) + Full Histogram stretching. Image: Lena (VGA: 640x480).

8-bit input image (NI=8 fixed). Pareto points are clustered as a function of NO (#
of output bits). A similar trend occurs with NC (# of cores) (not shown)

Left side shows how power and performance depend on frequency.

100 -7

80

60 -

Power(mw)

40 -

20

0z

NO T = AccuracyT, PowerT o)
® ®
®
®

HA

Co

4000

2000

100 -+

80 —

60 -

40 -

20 —

0~
55

100

66.66 NCT = PowerT, fpsT
NO=12

50

40 ©

[ ] . @l £ 3
@ R, . o
@&\' @%e O* @8 L”)

NO=8

65

NC=10
33.33 <DC> <DC> @®
©) ® .

. © @‘ NC=8
@) '* A' ‘"l? .0
@ @ * O 3

0 R EAN

2000
fps
70 75 80 g5 4000

PRI, OAKLAND
UNIVERSITY.




Pixel Processor (4/4)

Dynamic Energy-Performance-Accuracy management: We show two

examples on 2D glgnorlng performance) with tlme—varylng constraints:

Video sequence:
foreman (CIF: 352x288)
Function:
Gamma correction:

I', y=1/0.45

Video sequence:

Energy per frame(uJ)

missamerica(QCIF: 176x144)

Function:

Nonlinear contrast
Stretching: 1/(1 + m/I%),
m = 0.5, 0.=2

* Published in IEEE
Transactions on Circuits

and Systems for Video
Technology

Energy per frame(uJ)

% WECKLOaOPH

@ ® NI 8,NO=12,NC=10 avg=70.48
L J , o std=0.06
9 &l w NV diff. w/ lena=0.21% avg=82.58
8 75 i ® std=0.21
NI=8, NO=10,NC=6 diff. w/lena=0.47%
frame #120 frame #200
7r 1~ 701 - G %
m
5 -
6 1 x 65
zZ
[
S @ 18 60 o #30 frame #570
NI=7,N0=7,Nc=10 (®) @
4l 5 - 55 - @ avg=48.53 ]
O—>0>0->0 —o07 $td=0.06
3~ Energy per frame| 7 uJ min min @ 1 50 - a;/tgd_:o_bs ¢ diff. w/lena=3.23%
Accuracy (psnr) | 55dB | 70 dB | max [50dB diff. w/ lena=0.25%L @ i
b r r r r r r 45 ¢ r 1 r r
90 80 70 60 50 40 3( 0 50 100 150 200 250 300
psnr(dB) Frame #
25¢ T 85¢ L T T
avg=70.89 s
std=0.035
80 diff. w/ lena=0.42% avg(?82.53
® std=0.030
2 ] 75 diff. w/ lena=1.67%
frame #55 ; #100
70 rame
m
A
1.5 1 65
Z 1
& L] et
60 ;
rame s frame #130
ir 1 % o Seoo: |
> > std=0.
D—>0>0->® Q@ avg=59.43 diff. w/ lena=1.39%
Energy per frame| 2 ul min min ® 50~ §td=0.045
Accuracy (psnr) | 55dB | 70 dB | max |50dB diff. W/Ienz;1=0.78% ! @
05 = r r r r r r 45 r r n
90 80 70 60 50 40 30 0 50 1 0
psnr(dB) Frame # AKLAN

UNIVERSITY.




o

&

v [S— | ol [P— [— & B & )

2D Separable FIR Filter (1/7)

1D FIR Filter implementation

TWO TYPES OF IMPLEMENTATIONS

Distributed Arithmetic (DA
E
Sepdppdasd

Kin - = - approach is more efficient since
B = iy
el Bl Bl it is a LUT-based approach that

\ 4 \4 \4

turns the multiplications into
Vool e e shifts and adds. But it requires
- J the coefficients to be constant.

ly ly

® EffiCient implementation Of a lD Output truncation scheme
LUT input size |

FIR Filter Via DPR Dynamic Output fixed point format
Partial Reconfiguration turns the Coefficient bit-width —l 51
bit-w id
Input bit-w i th—l (23

SYMMETRY

fixed-coefficient DA filter into a Nrter of s> 2| 3 % a S
variable-coefficient DA filter, at the \ \ \ I \ \ | \

expense of partial reconfiguration ]
time overhead. -
. . x‘ﬁu = FIR DA ﬁ(L)N Y
® Parameterization of the VHDL- .

coded FIR filter core:
* VHDL IP core available at: QOAKLAND

UNIVERSITY.
dllamocca.org




2D Separable FIR Filter (2/7)~ “F4-* o0

2D Separable Filter Implementation:

Processing Processing
T S UEILo2 T
Separable FIR filters allow for efficient i @ i ﬂ
implementations by means of two1D 1~ ! —| ",
FIR Filters. w1l el oL w2 tc2 | skt

The reconfiguration rate is constant ~ p() Frame s streamed
(twice per frame).

— ROW —_

Cyclic Dynamic reconfiguration of two

. . row filter
I_D fllt.el‘S (u§ually fUll-fllteI‘ @ Replacing row filter by column filter via DPR
reconfiguration): .

. ROW COL
- Implement row filter >
@ Processed row -by-row frame is streamed

- Replace by column filter

- Implement column filter |:|—’ _)I II'I
iiter

- Replace by row filter col
@ Replacing column filter by row filter via DPR

: : : DPR
* A comparison of this 2D FIR Filter and a | ——> ROW

GPU implementation for different number of
coefficients was published 2011 IEEE Field
Programmable Logic Conference (FPL2011) O&%ﬁ%}}@

'@ Go to Step 1 to process a new frame




2D Separable FIR Filter (3/7) e K

Embedded System:

PLB Interface: The interface is inside the PRR (Partial Reconfigurable
Region), so that we can dynamically modify the I/O bitwidth.

Each 2D filter realization is represented by 2 bitstreams (1 dynamic region)

EPA
constraints

Real Filter peripheral

clkfx
PR_done

frequency
& PR ctrl

______________

L

Ethernet
MAC

ICAP
core

€

3
|

A: image type

'2n' bitstreams

in memor

2D FIR Filter
B: User co

Coli

POi,1<i<n

]
|

traints

Energy per frame
L L

>
-Accurac
y -Performance

Consider new constraints based on
image type, user input, or output

> Row 1 [ESHEIE
IR oz £
> Row 1 [JSOEREES
o Row 3 [ESHIHEES

m Coln

bitstream pair
'n' unique pairs

Hy sus
[

freq.

n <m

Pareto Optimal Point
POI in memory:

Parameters
N, NH, OB, NXr,NXc

EPA constraint
generated?

Energy

Performance

yes

Accuracy

Look for PO point that satifies the
EPA constraints

DYNAMIC MANAGER
Generates Pareto Optimal point POi and
loads it into the 2D FIR filter

C: output frames

Pointer to
bitstream row i

PO point exists?

Pointer to
bitstream col i

yes

Load <row i,col i> bitstreams
into the 2D FIR filter via DPR

OAKLAND
UNIVERSITY.
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2D Separable FIR Filter (4/7) &

Energy per frame(mJ)

Multi-objective optimization of the Energy-Performance-Accuracy space:

2D Filter Parameters: N (# of coefficients), Sasssanilier oy E
NH (# of bits per coefficients), OB (# of bits per output pixel),

Results: 8
Low-pass Gaussian Filter, cx=cy=1.5 (symmetric coefficients). g
Image: Lena (CIF: 352x288).

HA: highest-accuracy. HP: highest-performance,
LE: lowest energy

‘e ¢ LS - * "E ¢
0.35 - . ® 0.35 - . ¢
¢ HA,HE,LP
0.3 - : Ol O 0.3
Uz,Us ©HPs  OU,
0.25 - HP, 3250.25 1 325
Uy ® “HP3 *  N=24 ;
02- @HP, * N=20 02- | NH = 16
LE,HP 4, LA - 330
330 OB=8 R
NH = 12
. fps ! : fps
50 7 50 60 :
70 70 80
80 90 99 .0 3% 0 100 4,0 SAKLAND

psnr(dB) psnr(dB) UNIVERSITY.




2D Separable FIR Filter (5/7) ...

Multi-objective optimization of the EPA space

326fps, 67dB,0.323mJ  *

HA, HE, LP
Low-pass 035, gEre 035 s G/@
Gaussian Filter: - ® * ° e . R
= 0.3 4 ° * RCRN
= = T OIS
0X=4,0y=2 2 )
o [ e |* N=24
Gaussian filter - cx—4,cy—2 “é 0.25 - ® @@ @1, N =20
§ HP & . N=16
Ll
N=8
"POLe Hp, LA 326
p 332fps, 29.6dB, 0.1556mJ 328
20 <& ~
30 330
> £
40 50 332
&l 334 fps 0 20 3 fps
pi psnr(dB) 70 psnr(dB)
0.4- 332fps, 23.6dB,0.555mJ @HA, HE - HA, HE
y X . T
. . ®Lp
Diff. of Gaussians . oss. o 0.35 .
. . £ ® '
(DoG) filter: g o e
01=2,062=4 g - v ltew 0.3 -
DoG - 01=2,02:4 § 0.25 .| ® @ . N =32 0.25 4
> HP ‘® * N=24
2 HP 8 . © . N=2
o 0.2 0 0.2 4
: ® N=16 5
0.5 i ®LE,HP,LA . N=12 J : *+ NH=16
| 0" 332fps, 23.6dB,0.155mJ N=8 320 20 320
| 325 i
: 60 h
0 pi 80 <Rl 80 3%0
pi 100 335 100 335
psnr(dB) fps psnr(dB) &
0 = g (a) (b) O KLAN D

o -pi -pi o,

UNIVERSITY.



2D Separable FIR Filter (6/7)

Dynamic EPA Management (15t example): Applied on thé Pareto front of the

DoG filter .

Video: foreman’(CIF: 352x288)

Dynamic management based
on user constraints:
Time-Varying constraints are
Provided at run-time by the user

Dynamic management based

on output frames:

Metric: Percentage change (T) of
the filter output (between
consecutive frames). Large scenes
are associated with large values of T

Right side: State diagram.
Low accuracy: no significant
variation in T.

Medium accuracy: some variation in T.

High accuracy: large variation in T.

Left side: Detection of
Scene changes, especially
Frames 185 to 191.

* to appear in ACM Transactions on
Reconfigurable Technology
and Systems
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2D Separable Complex FIR Filter (7/7)

e R & |

0 . I, 9 COEFFICIENTS
Here, the input image 2 2 7|9 £ svmmETRY “omieiatie) G |
is complex and the 2] ] [l o reener R
. o . = 209.6fps, 98dB, 0.289m
filter coefficients are  x—&— »| COEFFICIENTS(oa) | 2 03- OB=8 NSS1NHET6, GB=18 HA. HE
complex. These types e sar v | £ R o
of filters are very it f coerroiES (e | g 03 L 3 &9
useful in AM-FM e o DRI
1 NO, .\ & 0.2+ ;" 2{ A ¢ N= =
decompositions for S oy L Sl I e
image ana]y51s E_sclr 213.3fps, 47dB, 0.173mJ[> N=23  * N=9
) t E 1D FIR core + J N=9, NH=10, OB=8 N=19 n=7 | 210
applications. | > COEFFICIENTS (real) | 40 60
sclr > SYI\:IEME;I'SrY(reaI) v . v 80 100 215 fps
1D FIR core psnr(dB)

Results: Gabor complex filter, video sequence: news (CIF: 352x288),.
* Published in 2012 IEEE International Conference on Field Programmable Logic and Applications

2D Gabor at 45°

035 O ->0-50-50 100 - :
. Energy per frame [ min 10.25mJ (0.25mJ| -- frame # 30
Accuracy (psnr) 50dB | 60dB max | max 90 ‘el
= N=31,NH=16, OB=16 o vreet MR T A
2 03+ 98dB, 0.289mJ 9 4l MPEGH
B’ WORLD
g _né 80
g 0.25 -| N=15,NH=10,0B=16 x
i 62.11dB, 0.2093mJ N=20 NH=120B=16 5 -
=) 90.68dB,0.2463mJ Q-
(]
h 0.2 - @ 205 frame # 120 frame # 280
@ (1) N=7,NH=10,0B=16 60 —66.56 (Q avg=93.47 @) avg=98.22
51.47dB, 0.1821m) ava=ss 7g (@ 297665 std=0.0631 std=0.0578
210 O) 2 dgo oaas std=0.4168 :
fps 50 r r r r r !
80 100 215 0 50 100 150 200 250 %KLAND
psnr(dB) Frame # UNIVERSITY.




Research Areas (1/5)

RECONFIGURABLE COMPUTING:

“*Run-Time Reconfigurable Architectures under Time-Varying
Constraints

= Automatic generation of time-varying constraints.
= Self-aware Computing and Self-adaptive techniques.
= Design Space Exploration for large multi-objective spaces.

“*Advanced Topics on Computer Architecture

= Fully-pipelined architectures for: Signal, Image, and Video
Processing: Discrete Cosine Transforms, 1D/2D Filterbanks.

= Non-standard numerical representations: Trade-offs between double
floating point precision and fixed-point precision.

= Specialized architectures for CORDIC (trigonometric, linear, and
hyperbolic functions), square root, fast division, multiplication. Use
of non-standard numerical representations.

= LUT-based design

OAKLAND
UNIVERSITY.




Research Areas (2/5)

“* Example: Radon Transform:
7x7 Radon Transform core. Presented in SSIAI ’2014 and 1 CIP’zo14

conferences
B N BO=B+[log,N]
x(0) B 894 2 (0)
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Research Areas (3/5)

< Example: HEVC (High Efficiency Video Coding Standard)

=7

RhELKRKRLAD

HEVC Intra Prediction Core: Presented in the SSIAI’2014 conference.

The HEVC Intra prediction core computes the following modes: Angular (33),
planar (1), and DC (1).

Current work: Implementation of HEVC Transform, Scaling, and

Quantization.

Future work: Self-reconfigurable hardware implementation of HEVC Encoder

Input
Video
Signal

Splitinto CTUs

Sullivan, G., et al, "Overview of the High Efficiency Vldeo Codmg (HEVC) Standard",

| General Coder , General
Contlrol Control
bl Data
[N A
Transform, .
Scaling & : Quantized
Quantization Scaling & Transform

__________ 1-&-to—___4| Inverse Coefficients

I

[ P Transform
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I Estimation e

| T Filter Control

: Analysis Filter Control

! Data

v l¢———
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1 [}
N ol SAO Filters |~ Mofion
& Oe otion : Data
Intra/Inter | COMPensation
Selection

Motion
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ol l Decoded
Picture

d Buffer
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Header Bitstream
Formatting & p—>
CABAC
» Output
Video
Siona OAKLAND

IEEE TCSVT, V.22, No. 12, Dec. 2012

UNIVERSITY.




Research Areas (4/5)

“*FPGA-based Embedded Systems

Ap})llcatlons automotive, networking, bioengineering, software-
ed radio, communications, video compression, video filtering.

Software-Hardware Co-Design.

Dealing with different processors: ARM, MicroBlaze (Xilinx), Nios
(Alter % OpenRISC (Open-source).

Development of embedded interfaces for a Variet?r of buses:
Advanced eXtensible Interface (AXI, Xilinx), Avalon switch fabric
(ALTERA), Wishbone (open source), etc.

External communication interfaces (SpaceWire, CAN, Ethernet).

Current work: Open-Source embedded system that supports DPR
via Wishbone.

“*Run-Time Reconfiguration on FPGAs
v" Objective: Develop high-speed dynamic reconfiguration controllers:

Support for standard buses: AXI, Wishbone.

Hardware and software techniques the provide dramatic increases
in reconfiguration speed.

Dynamic Frequency Control on FGPAs OAKLAND
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Research Areas (5/5)

“* Specialized techniques on FPGAs
= Low Power techniques

= Advanced coding mechanism for efficient parameterization using
VHDL and Verilog HDL.

= Test-bench generation
= Crossing clock domains

GPU PROGRAMMING:

“* High performance implementation of Digital Signal, Image, and
Video Processing Algorithms.

% Integration with multi-threaded implementations on CPUs
“* Comparisons with FPGA implementations.

EMBEDDED SYSTEMS
“* Microcontroller-based System
¢ Efficient architectures for embedded interfaces

“*Embedded design using System-on-Chip that incorporates analog,
programmable logic, memory, and microcontroller (e.g. Cypress

deViCQS) OAKLAND
UNIVERSITY.




Teaching Plans

“+ECE378: Digital Logic and Microprocessor Design
(Winter 2015)

= Digital System Design

= Microprocessor Design in VHDL
= Digital Synthesis with VHDL

= Parameterized VHDL coding

Reconfigurable Systems

Static Dynamic

Embedded Systems

Applications: DSP,
automotive,
communications

Interfacing

Digital Logic Design

“+ECE495/595: Reconfigurable Computing (Fall 2015)
= Hardware/Software co-design on FPGAs
= Self-Reconfigurable systems: Partial Reconfiguration
= Advanced topics in Computer Arithmetic
= Applications in:
v Digital Signal, Image, and Video Processing

v" Communication interfaces (SpaceWire, CAN,

Ethernet) O U%%% 1%111\“];)
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Conclusions

A framework was presented for Dynamic Management of
Optimization of Run-Time Reconfigurable Architectures. The
examples presented (Pixel Processor, 2D FIR Filter) were
successfulli)/ tested on several standard video sequences.

G

The results suggest that the general framework can be
applied to a variety of digital systems. This Iframework will
lead to exciting new metgods As an example, consider the
automatic generation of time-varying constraints. For
example: detection of a scene triggers a requirement for
increased accura a scene remaining still triggers a
requirement for a dy ecrease in energy consumption.

The presented work opens up new exciting
interdisciplinary  research opportunities (e.g.:
automotive  applications, design space  exploration,
automatic constraints generation, pervasive ealthcare
applications, low power applications).

OAKLAND
UNIVERSITY.




