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Overview

● Cpp program to compute Cholesky and LU decomposition

● Random matrix generation with input rows and columns

● Sequential Implementation

● TBB Implementation

● Comparison of computation times

● Display output matrices and confirm with MATLAB script.
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Cholesky Decomposition

● Cholesky decomposition is a technique used to 

break down a specific type of matrix into 

simpler components.

● It works specifically for matrices that are 

symmetric (or Hermitian) and positive-definite.

● The original matrix is split into the product of 

two easier matrices: one lower triangular matrix 

and its transpose.

● It finds applications in fields like statistics, 

optimization, and simulations.
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LU Decomposition

● Given a square matrix A, the LU 

decomposition seeks to express A as the 

product of two matrices: A = LU. 

● L is a lower triangular matrix, and U is an 

upper triangular matrix.

● LU decomposition is commonly used in 

numerical algorithms for solving linear 

systems of equations, as it simplifies the 

process of finding the solution.
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TBB Approach

● The program makes use of TBB’s 

parallel_for

● It seemed the most practical for a very 

calculation intense algorithm with 

many iterations and traversing

● Simple lambda function with 

respective decomposition algorithms.



Results
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Computation times averages over 10 runs
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Results (continued)
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Thank You 

Demo Time!

https://docs.google.com/file/d/1R0xwYtYfdupx6-HZtJY97gg4ggty8twR/preview

