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Introduction

A star is a search algorithm that search through a space of
possibilities for an optimal solution out of all possible
solutions.

A star is typically applied to a path finding type of search
problems.

Starting from a specific node of a graph, the algorithm aims
to find a path to a given end node with the smallest cost.

The algorithm extend one path at a time, and to determine
which path to extend it uses a cost function.

= f(n) = g(n) + h(n)




Example

f(n) = g(n) + h(n)

The cost function f(n) is formatted by adding the cost from the start node to the current node (g(n)) and an
estimation of the cheapest cost path from the current node to the end node (h(n)). h(n) is called the heuristic

function.




Proposed Parallel Approaches

“We have tried several solutions, all of them
showed better sequential approach
compared with the parallel approach.

=Current Approach: parallelize the
highlighted circle on the right. Parallel for
used.

*Had to use Mutex to make sure same
memory resources are not used at the
same time




Demo




Result — Same Random Seed was used
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Result — Same Random Seed was used
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Result (ATOM) — Same Random Seed was
used
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Result (XPS) — Same Random Seed was

Speed Up = Ts/T
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