   COURSE OUTLINE Winter 2010

ECE 664  Parallel Embedded computer Architecture CRN: 14243
INSTRUCTOR:     Professor. Subra Ganesan, Oakland University

OFFICE:        105 DHE, Oakland University. PHONE: (248) 370-2206;  Fax: 370 4633.



Email: ganesan@oakland.edu

LECTURE:   T, R 7:30 PM to 9:17 PM at room SFH 372
OFFICE HOURS:   30 minutes before and after the class and also other times by appointment.
TEXT BOOK:  David Culler, J.P. Singh and A.Gupta, “Parallel Computer Architecture”

Margan Kaufman, 1999, ISBN: 1-55860-343-3.

Course Website:  You will find full information for the students on the Moodle web site for the course.We use moodle for Home work questions and submission of homework, exams etc. We will eliminate paper submissions.

PREREQUISITES: CSE 564 COMPUTER ARCHITECTURE or equivalent undergrad course
COURSE DESCRIPTION: (as per the Catalog)

Parallel computer systems: SIMD, MIMD, Shared memory, NUMA, UMA architectures, multiple bus, interconnection network, distributed memories, message passing structures, hierarchical caches, snooping controller design, directory based cache coherency, performance evaluation of parallel systems, instruction level parallelism, practical small multiprocessor system design issues, large scalable multiprocessor systems, grid computer performance, chip multiprocessor system (multiple cores), network processors and the future of parallel architectures.

COURSE OUTLINE:

1. Introduction to Parallel Processing 

Evolution of computer systems



Parallelism in Uniprocessor



Parallel computer structures: Pipelined, Array, Multiprocessor



Architectural Classification: SISD, SIMD, MIMD, MISD



Data Parallel Processing



Shared address space; Message passing



Parallel processing Applications: Simulate Ocean currents, Galaxies, 

2. Parallel Computer Models



Multiprocessor and Multicomputers



Shared- Memory, distributed memory



Multivector and SIMD computers



PRAM and VLSI models

3. Parallel Programs 

Parallelization process



Conditions of Parallelism



Grain sizes, Latency, Scheduling



Parallel Applications case study



Parallelization of example programs
4. Principles of Scalable Performance



Performance Metrics and Measure



Speedup performance laws



Scalability analysis



Partitioning for performance: Load balance, reducing communication



Data Access in a Multimemory system

5. Implications of Programming Models

6. Work load evaluation

7. Processors and Memory Hierarchy


CISC, RISC, Superscalar Processors


Virtual memory


Cache

8. Shared Memory Multiprocessors


Cache Coherence


Synchronization

9. Snoop based multiprocessor design


Multilevel cache hierarchies


SGI Challenge

10. Multiprocessor and Multicomputers


Interconnects: Bus, Crossbar,multiport memory


Cache coherence, snooping


Intel paragon, future multicomputers


Message passing, multicast routing algorithms

11. Scalable Multiprocessors


Scalability


Clusters and networks of Workstations

12. Vector processors and SIMD


Cray Y-MP, MPP, VP2000, CM-2,


Connection Machine CM5, MIMD

13. Interconnection Network Design

14. Latency Tolerance

15. Sensor Network overview, applications, wireless sensor networks
16. Future Directions
Presentation:


A number of papers will be assigned for reading. Each student has to make  one presentation on one of  the topics on March 16, 18.
PROJECT

Each student must work on a project during the second half of the course. The project involves study of a specific Computer Architecture or application, make a presentation using power point on the date specified and submitting a detailed report.  Refer the enclosed sheet for suggestion of project titles and references. All the communication is done by internet. The project power point will be made available to all the students in this course through the course web site.
Project title and brief abstract is due on:         


Feb. 16



Progress report I (by email)





March 13, 2010
Make a presentation of project using power point at OU on   
April 13, 15
Final Project report is due on:            




April 15, 2010            .



Important Dates/ EXAMINATION and GRADE POLICY:   

Holidays: Jan 18, Feb 22 to Feb  26. You need a minimum of 50% points in each of the following categories (i.e. exam 1,2 and final exam, project, homework etc) to get a passing grade.

First Exam: (open books, Answer from home)
February 4
15%

            Second Exam  (closed book, in the class)      March 11 

15%


Final Exam:
(open books, take home) 


Due on April 26,  submit on moodle 


25%


Presentations in the Class
March 16, 18



10% 


Project  Oral Presentation
April 13, 15, 2010 


10%


Project Report
 Due on April 15



10%


Home work 







10%


Participation in the class


.  


  5%

GRADING POLICY:  55% and 95% of the total sore will be 1.0 and 4.0 respectively.  The grading curve is linear between 1.0 and 4.0. Grading policy may be modified if the average of some of the exams is very low.

Academic Conduct:  Students are expected to practice and uphold standards of academic integrity and honesty. Examples of dishonesty: cheating in exams, labs, and home work; Plagiarizing the work of others, unauthorized collaborations on computer assignments . Please refer the Graduate or Undergraduate catalog for details. 

Homework Assignments

Students are expected to solve all the homework problems. Late home work will not be accepted.
Homework solutions must be neatly prepared. You submit the answers on the moodle and the file name should be: yourlastnameHWnumber.doc (example: gerogeHW1.doc). 
Participation
Active participation in the class is expected.Sleeping, coming late to class and/or walking out of the class early are not allowed. Attendance will be taken in every class.
General Information:
A 600 level course demands more in depth study, self study, use of internet and library. This course prepares you for research and instruction will be different from a typical 500 level course. For example, the project is a research work by the student. Home work will be more challenging and may have more than one answer. There will be weekly home work and reading assignments. You can clear doubts through email also.  The reading assignments will include papers from journals, conferences and other books. There will be a simulation/programming assignment. 

