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Abstract

In this work accuracy of quantitative $^{131}$I SPECT with triple energy window (TEW) scatter correction is evaluated by phantom measurements. The TEW method is a pixel by pixel correction where the scatter fraction in the photopeak window is estimated by linear interpolation between two adjacent narrow sub-windows. Quantification procedure includes marker based X-ray CT-SPECT image fusion to determine object boundaries and to generate attenuation maps. TEW scatter correction significantly reduces the effect of background activity on reconstructed counts within an object, but it still exists due to the finite position resolution of the system. Therefore, a background dependent calibration factor was used for quantification. Quantitative accuracy with TEW correction was 5\% and 14\% for a tumor and lung respectively of a physical phantom with non-uniform activity and non-uniform scattering medium.

I. INTRODUCTION

Quantitative single photon emission computed tomography (SPECT) is being performed for tumor dosimetry of B-cell lymphoma patients treated with $^{131}$I radioimmunotherapy. Accurate quantification in SPECT requires correction for both attenuation and scatter. Scatter correction is necessary because counts accepted by the photopeak window will include photons that have undergone Compton scatter in the patient or collimator. Scattered photons have lost part of their energy prior to reaching the detector but, a significant fraction deposit sufficient energy in the detector for the pulse height to be within the typical 10-20\% photopeak window. These scattered photons degrade the image contrast and results in erroneous tumor quantification because of the increase in the measured counts. The amount of scatter depends on the distribution of the scatterer as well as on the source distribution and energy.

Several scatter compensation techniques such as deconvolution methods, multiple energy window methods and spectral-fitting methods have been investigated for SPECT imaging with $^{99}$mTc. Recently, commonly used scatter correction techniques for $^{99m}$Tc have been compared using Monte Carlo simulation[1][2]. Literature on scatter correction for $^{131}$I SPECT is very limited[3]. Photopeak contamination in $^{131}$I imaging is more significant than in $^{99}$mTc due to the higher energy of the peak (364 keV compared with 140 keV for $^{99}$mTc) and also due to the multiple gamma ray emissions. Two of the $^{131}$I emissions are at 637 keV (6.5\%) and 723 keV (1.7\%) and therefore events accepted by the 364 keV (82\%) photopeak will include these higher energy photons that have undergone scatter.

The triple energy window (TEW) scatter correction method reported by Ogawa[4][5] has demonstrated good quantitative accuracy for $^{99m}$Tc and is practical to implement in a clinic where cameras with multiple window acquisition capability are now commonly available. Prior to this work, $^{131}$I scatter correction in our clinic has been done using the dual window or k value method [6]. Unlike the k value method, where a fixed scatter fraction is assumed, the TEW method is a position dependent correction since a scatter fraction is estimated for each pixel. This is desired since the shape of the scattered photon energy spectrum varies from pixel to pixel in the projection images. Also, the TEW method is easier to implement compared to the k value method because a system specific calibration is not required.

Monte Carlo simulation is ideal for assessing scatter correction since it allows for separate tracking of primary and scattered photons. However, a suitable Monte Carlo code for $^{131}$I SPECT is not presently available because of the difficulties associated with accurately modeling collimator scatter and penetration which become significant for higher energy gamma-rays. In this work, TEW scatter correction for $^{131}$I is evaluated experimentally by quantitative phantom data. A preliminary clinical evaluation is also presented.

II. TEW SCATTER CORRECTION METHOD

Since the scatter spectrum cannot be measured experimentally, the triple energy window method estimates the scatter fraction in the photopeak from the counts acquired in two adjacent narrow windows. Linear interpolation between the two sub-windows (Figure 1) can be used to obtain the following trapezoidal approximation of the scatter counts:

$$C_{\text{scatt}} = \left( \frac{C_{\text{low}} + C_{\text{high}}}{W_{\text{low}} + W_{\text{high}}} \right) \frac{W_{\text{main}}}{2}$$  (1)

where $C_{\text{scatt}}$=scattered photon counts in the photopeak window, $C_{\text{low}}$=counts in the low energy sub-window, $C_{\text{high}}$=counts in the high energy sub-window, $W_{\text{low}}$=width of the low energy sub-window, $W_{\text{high}}$=width of the high energy sub-window and $W_{\text{main}}$=width of the photopeak window.

At each pixel the scattered photons are estimated as above and are subtracted from the total counts measured in the photopeak to obtain the unscattered photons. The TEW correction is appropriate if the trapezoidal estimate of the area is close to the true area under the spectrum of scattered photons. Monte Carlo simulations for $^{99m}$Tc typically show the scattered photon spectrum as having a 'S shape' in the photopeak window, resulting in reasonable agreement between the trapezoidal estimate of the scatter counts and the true number of scatter counts[1][2]. When applying TEW correction for $^{99m}$Tc the higher energy sub-window can be ignored because the spectrum approaches zero above the photopeak. In $^{131}$I imaging however, the high energy window is essential to account for penetration events originating from the 637 and 723 keV photons.
interest (ROI) were drawn on the CT images and transferred on to the SPECT images which had been mapped to the CT space. The CT slice thickness was 1 cm and the matrix size was 256x256.

A. Calibration Phantom Measurements

Since the objective is to quantitate tumors (hot spots), a high activity sphere centered in a low activity elliptical phantom was used for the calibration. Both the sphere and the elliptical phantom were filled with water and injected with $^{131}$I solution. The sphere volume and activity were 200 cm$^3$ and 400 $\mu$Ci while the phantom (background) volume was 8600 cm$^3$. In order to investigate the effect of background activity on the sphere counts the measurement was performed at three different levels of the background to sphere activity concentration ratio, $b$: 0, 1/5 and 1/4. The background activity was increased by injecting additional $^{131}$I into the elliptical phantom while all other conditions remained the same.

To determine the precision of the quantification procedure with TEW scatter correction the measurement with $b=1/5$ was repeated on two consecutive days. The calibration was also performed at two different values of the radius of rotation to allow for interpolation when analyzing patients

B. Lung Phantom Measurement

The accuracy of the quantification was evaluated using a physical lung phantom with a 200 cm$^3$ sphere inserted between the lungs to simulate a tumor. The elliptical lung phantom consisted of the water filled tumor, lungs filled with a mixture of water and Styrofoam beads, backbone made of bone equivalent material and a water filled background. This phantom provides a non-uniform scattering medium. To determine the accuracy of the quantification procedure with uniform and non-uniform background activity distribution two measurements were performed. In the first case the lungs and the background water surrounding the tumor were uniform in activity while in the second measurement non-uniformity was introduced by injecting additional $^{131}$I into the left lung. The relative activity concentrations for the first measurement was: tumor, 1.0; right lung, 0.2; left lung, 0.2; background, 0.2. The only difference in the second measurement was that the right lung relative concentration was increased to 0.5.

For all phantom measurements the counts in the low energy sub-window were 15-16% of the main window counts while the counts in the high energy sub-window were 11-13% of the main window counts. The trapezoidal estimate of scattered counts was close to one half of the total photopeak window counts.

IV. RESULTS

A. Calibration Phantom Results

Using the counts in the reconstructed image sphere ROI a calibration factor, CF, that relates reconstructed counts to activity was obtained. The CF was measured for each camera head both with TEW correction and with no correction. Figure 2 is a plot of the calibration factor for head 1 at the three different levels of measured background to sphere activity concentration ratio, $b_{\text{meas}}$. 

![Figure 1: Measured $^{131}$I gamma-ray spectrum for a point source in air 19 cm away from collimator.](image-url)
Figure 2: Calibration factor as a function of measured background to sphere activity concentration ratio with and without TEW scatter correction.

With no scatter correction the sharp increase in the sphere counts with background is to be expected because as the background activity increases more photons will scatter and be included within the sphere ROI increasing its apparent activity. Ideally, after scatter correction the calibration factor should be independent of the background activity. This is not achieved because counts originating outside the sphere will contribute to the sphere ROI counts due to the finite position resolution of the system. It is also possible that the TEW correction is undercompensating for scatter as the background activity increases. This could be easily investigated by a Monte Carlo simulation if a suitable code for $^{131}$I were available. The effect of surrounding activity is especially significant in the present work since object boundaries are defined by tight ROI's outlined on the CT. The variation of calibration factor with background activity complicates the tumor quantification procedure in patients since the background to tumor activity concentration ratio is patient dependent. Quantification will involve measuring $b$ for each tumor and obtaining the correct CF to be used from the plot of Figure 2. Examining the slopes of Figure 2 it is evident that TEW scatter correction significantly reduces the dependence of calibration factor on background compared to the uncorrected results.

The counts per sec per $\mu$Ci obtained for the repeat measurement (performed at $b=1/5$ only) is also plotted in Figure 2. The two measurements varied by 0.4% with TEW correction and by less than 0.1% with no scatter correction. This result shows that it is possible to get good precision with the present TEW scatter correction although as expected the uncorrected data is less noisy.

Figure 3 shows the intensity profile for a line through the sphere in a reconstructed slice of the calibration phantom (background to sphere activity concentration ratio = 1/4). The true activity distribution is plotted together with the uncorrected profile, the TEW corrected profile and the profile of the image obtained by reconstructing only the trapezoidal estimate of scatter counts. All profiles have been normalized to have the same intensity at the center of the sphere. The scatter corrected profile is closer to the true activity distribution compared to the uncorrected profile but is still significantly different due to the finite position resolution of the system. The loss of contrast due to scatter is evident in the broad profile of the scatter only image.

B. Lung Phantom Results

Figure 4 shows a reconstructed slice of the lung phantom with no scatter correction, the same slice with TEW scatter correction and the estimated scatter only image. The true activity distribution and the X-ray CT of the slice are also shown. The black circle in the SPECT images is the tumor ROI drawn on the CT and transferred to the SPECT images. The scatter corrected image is closer to the true activity distribution compared to the uncorrected image although the difference is subtle. However, the scatter only image of Figure 4(e) differs significantly from the true activity distribution. In this case the low density lungs where Compton scatter probability is relatively low have low intensity, while the backbone where scattering probability is high appears with an intensity as high as the inserted tumor (note true backbone activity is zero).

To determine quantitative accuracy the tumor and right lung activities were calculated and compared to the known true activities. The measured values of background to object activity concentration ratio were 0.3 for the tumor and 1.4 for the lung. The corresponding values of the calibration factor were obtained from the plot of CF vs. $b$ (Figure 2) and used to get the activities shown in Table 1 for both uncorrected and TEW corrected images. Note the difference in true tumor activity between the uniform and non-uniform background conditions is only due to decay between measurements. As the results show in all cases better quantitative accuracy is achieved with TEW scatter correction. For the tumor where object size, shape and medium was same as the calibration sphere the percentage error from true activity was 5.4%. For the lung where object size, shape and medium was significantly different from the calibration sphere the error was 14.4%. The higher error in the case of the lung could be due to
over compensation of scatter in the low density lung equivalent medium, or due to object shape and size effects which were not considered here. Reasonable accuracy is achieved even with no scatter correction since in this case also a calibration factor that depends on background activity level was used. Therefore, the uncorrected results presented here have been implicitly compensated for scatter to some extent although no actual scatter subtraction was performed[6]. If a constant calibration factor is to be used irrespective of background activity the TEW correction will result in significantly better accuracy over a range of background levels because of the less severe dependence of CF on b (Figure 2).

Because of partial volume effects the tumor volume outlined on the CT was 15% different from the true volume when 1 cm CT slices were used to define the object. Therefore, the quantification procedure was repeated using 3 mm CT slices to outline the tumor and these results also tabulated in Table 1 are closer to the true activities.

The signal to noise ratio, S/N, tabulated is the ratio of total counts in the object to the standard deviation. These numbers show that reconstruction without scatter subtraction gives a better S/N.

C. Preliminary Clinical Results

The quantification procedure with TEW scatter correction described in this work is now being used to evaluate the tumor activity of B-cell lymphoma patients treated with $^{131}$I radioimmunotherapy. A reconstructed slice of the neck of a patient with a large tumor is shown in Figure 5 where the high uptake tumor region can be clearly distinguished. The tumor ROI was outlined on the CT and then transferred to the SPECT image. Imaging time was 42 hr after administration of 90 mCi of $^{131}$I labeled anti-B1 Mab and data were acquired over 20 min. With TEW scatter correction and using a background dependent calibration factor the tumor activity was determined to be 564 $\mu$Ci or 0.7% of the decay corrected injected dose. The intensity profile across the trachea with and without scatter correction is also shown in Figure 5.

V. CONCLUSIONS

This work shows that TEW scatter correction for $^{131}$I results in reasonable quantitative accuracy and noise characteristics. The difference between TEW scatter corrected and uncorrected $^{131}$I images is subtle, but the corrected images are closer to the true activity distribution. The dependence of calibration factor on the background activity level is significantly reduced by TEW scatter correction but still exists because of the finite position resolution of the system. This complicates the clinical quantification procedure since a tumor dependent calibration factor must be used to obtain accurate results. Using a background dependent calibration and TEW

---

### Table 1.

Activity and S/N ratio for lung phantom with TEW correction and no scatter correction. Values in brackets are percentage errors from true activity.

<table>
<thead>
<tr>
<th></th>
<th>Activity (uCi)</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True</td>
<td>Uncorrected</td>
</tr>
<tr>
<td>Using 1 cm CT slices to define object $^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor (uniform background)</td>
<td>180.4</td>
<td>192.6 (-6.8%)</td>
</tr>
<tr>
<td>Tumor (non-uniform background)</td>
<td>118.3</td>
<td>130.9 (-10.6%)</td>
</tr>
<tr>
<td>Right Lung</td>
<td>195.0</td>
<td>159.5 (18.2%)</td>
</tr>
<tr>
<td>Using 3 mm CT slices to define object $^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor (uniform background)</td>
<td>180.4</td>
<td>187.6 (-4.0%)</td>
</tr>
<tr>
<td>Tumor (non-uniform background)</td>
<td>118.3</td>
<td>125.1 (-5.7%)</td>
</tr>
</tbody>
</table>

$^a$ Results are mean values evaluated from 3 heads  
$^b$ Results are for head 1 only
scatter correction quantitative accuracy was 5% and 14% for the tumor and right lung respectively of a physical phantom. With no scatter subtraction but using a background dependent calibration the quantitative accuracy was 7% and 18% for the tumor and lung respectively.
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