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Abstract

Objective: To compare third-trimester size trajectory prediction errors (average transformed percent deviations) for three individualized fetal growth assessment methods.

Methods: This study utilized longitudinal measurements of nine directly measured size parameters in 118 fetuses with normal neonatal growth outcomes. Expected value (EV) function coefficients and variance components were obtained using two-level random coefficient modeling. Growth models (IGA) or EV coefficients and variance components (PLM and CPM) were used to calculate predicted values at ~400 third-trimester time points. Percent deviations (%Dev) calculated at these time points using all three methods were expressed as percentages of IGA MA-specific reference ranges [transformed percent deviations (T%Dev)]. Third-trimester T%Dev values were averaged (aT%Dev) for each parameter. Mean ± standard deviation's for sets of aT%Dev values derived from each method (IGA, PLM and CPM) were calculated and compared.

Results: Mean aT%Dev values for nine parameters were: (i) IGA: −4.3 to 5.2% (9/9 not different from zero); (ii) PLM: −32.7 to 25.6% (4/9 not different from zero) and (iii) CPM: −20.4 to 17.4% (5/9 not different from zero). Seven of nine systematic deviations from zero were statistically significant when IGA values were compared to either PLM or CPM values. Variabilities were smaller for IGA when compared to those for PLM or CPM, with (i) 5/9 being statistically significant (IGA versus PLM), (ii) 2/9 being statistically significant (IGA versus CPM) and (iii) 5/9 being statistically significant (PLM versus CPM).

Conclusions: Significant differences in the agreement between predicted third-trimester size parameters and their measured values were found for the three methods tested. With most parameters, IGA gave smaller mean aT%Dev values and smaller variabilities. The CPM method was better than the PLM approach for most but not all parameters. These results suggest that third-trimester size trajectories are best characterized by IGA in fetuses with normal growth outcomes.
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Introduction

Advances in human genomics have promoted efforts to diagnose and treat medical problems on a more individualized basis. This concept is frequently called “personalized medicine” and has many potential advantages [1]. Application of these principles to the evaluation of fetal growth reduces normal size parameter variability by using each fetus as its own control [2]. An important clinical goal is to detect significant deviations of a size parameter (or set of parameters) from its predicted third-trimester trajectory, when most growth abnormalities occur [3]. Achieving this objective is significantly facilitated by the availability of individualized size standards.

Three methods are capable of generating individualized fetal size standards. The first is individualized growth assessment (IGA) which uses the slopes of second-trimester linear growth curves to specify Rossavik size models for one-, two- and three-dimensional parameters in fetuses with normal neonatal growth outcomes [2,4]. These models can be used to
predict third-trimester size trajectories that are in good agreement with actual measurements in normally growing fetuses [5].

The second method is the percentile line method (PLM), which has been used primarily to generate predicted birth weights [6–8] but is also the basis for age adjustments in calculating “customized weight percentiles” [9–12]. In this procedure, the percentile for a given size parameter measurement is derived from a population size curve, either at birth [8,9] or in the second or third trimesters [6,7]. The specified percentile is then used to identify a percentile line of the prenatal population size curve for the same population [7,8] or a different one [6]. This percentile line is assumed to be the expected trajectory for the size parameter in the fetus being studied. The PLM relies on the assumptions that individual fetuses grow along specific percentile lines of population size curves [8] and that individual size trajectories are parallel to each other. The current study represents an initial test of these assumptions.

A third approach, the conditional probability method (CPM), is a modification of the procedure described by Royston [13] for determining reference ranges based on conditional probability. The CPM has not been previously used to predict fetal size trajectories. In this method, a second-trimester value for an anatomical parameter is specified, together with its expected value and variance (derived from a set of longitudinal size curves). These data are used to calculate a z-score for the parameter value. Expected values are then determined for a set of third-trimester time points and the covariances between earlier and later expected values are calculated. Using these data and the function given by Royston [13], predicted values at third-trimester time points are calculated (both linear and quadratic functions can be fitted to longitudinal size curves; see Appendix for the variance and covariance calculations using these models).

Our study compares the utility of these three methods for predicting nine different fetal size parameters during the third trimester, using percent deviation (%Dev) measurements. The number of fetuses studied throughout pregnancy was relatively large and all had comprehensively defined normal, neonatal growth outcomes. Statistical parameters, needed to calculate predicted values and the %Dev comparisons themselves, were based on measurements obtained from the same sample. These characteristics significantly enhanced reliability of the results obtained.

Methods

Longitudinal study

This investigation was carried out using data obtained in a longitudinal growth study of 119 fetuses from the metropolitan Detroit area whose demographics have been described previously [14]. These fetuses had normal neonatal growth outcomes, as determined using multiple size parameters [the modified Neonatal Growth Assessment Score (m3NGAS51)] [15]. Briefly, 3D ultrasonography was used to scan fetuses at 3–4-week intervals from 17 to 40 weeks, menstrual age (MA) with measurement of the biparietal diameter (BPD), head circumference (HC), abdominal circumference (AC), femur diaphysis length (FDL), mid-thigh circumference (ThC), humerus diaphysis length (HDL), mid-arm circumference (ArmC), fractional arm volume (AVol) and fractional thigh volume (TVol) [14]. Fetal age at the time of scan was determined primarily from crown-rump length measurements or last menstrual periods, the latter confirmed by second trimester ultrasound examination (agreement within 7 days) [14]. Neonatal measurements of HC, AC, ThC, ArmC, crown-heel length (CHL) and weight (WT) were made within 48 h of delivery [14,16]. The m3NGAS51 values were calculated from growth potential realization index values [GPRI = (measured birth characteristics / predicted birth characteristics) × 100] [16]. Only individuals with m3NGAS51 values within the sample-specific normal range were included in this sample [14]. The Human Investigation Committee at William Beaumont Hospital and Institutional Review Board of the National Institute of Child Health and Human Development approved the research protocol.

Data analysis

IGA

A detailed description of the IGA methods used in this investigation has been presented in a previous publication [14]. Briefly, linear functions were fit to 3–4 measurements before 28.2 weeks, MA, and their coefficient values estimated using the ordinary least squares (OLS) regression analysis. The slopes of these straight lines were used to specify Rossavik size models \( P = c(t)^{k+10} \) for each anatomical parameter in a given fetus [14]. These size models were used to generate predicted values for each third-trimester time point for which an actual measurement was available. Actual measurements were compared to predicted measurements and %Dev values calculated [2]:

\[
%\text{Dev}_{ijk} = \frac{\text{obs. measurement}_{ijk} - \text{pred. measurement}_{ijk}}{\text{pred. measurement}_{ijk}} \times 100 \tag{1}
\]

where subscripts \( i, j \) and \( k \) refer to the fetus, fetal age at time of measurement and method of obtaining the predicted value \( k:1 = \text{IGA}, 2 = \text{PLM}, 3 = \text{CPM} \), respectively. This statistical parameter indicates how well actual measurements agree with predicted values and has an ideal value of 0%. If all other aspects are held constant except for the method of generating predicted values, %Dev differences provide the information needed to determine the optimal method for generating projected size trajectories for use in personalized growth evaluations.

A two-level statistical modeling procedure was then used to fit linear models to the %Dev values as a function of MA for each anatomical parameter [14]. Expected value function coefficients and variance component estimates were obtained as described by Royston [13] (Appendix, Reference 14). These data were used to calculate MA-specific 2 SD reference ranges for all time points in the third trimester at which a %Dev was calculated [14].

PLM

Specification of percentiles for anatomical measurements requires definition of expected values and their variances.
Such data can be obtained from longitudinal studies of fetal growth as described by Royston and Altman [17]. The first step in this procedure is to choose an appropriate mathematical model to describe individual size trajectories for each anatomical parameter. Based on scatter plots, linear and quadratic polynomials (dependent variable: anatomical measurement; independent variable: MA) were evaluated. Analysis of studentized residuals indicated that quadratic functions were optimal for BPD, HC, AC, FDL, ThC, HDL and ArmC. For AVol and TVol, natural logarithmic transformations of both the anatomical parameters and MA permitted the use of linear polynomials. For each anatomical parameter, a random coefficients model (a special case of hierarchical linear models) was used in a two-level modeling procedure [18] to obtain estimates of the expected value function coefficients and the variance components using SAS for Windows (Cary, NC), version 9.2 (exception: for FDL, model parameters obtained with MLwiN software (Bristol, UK) without intercept/slope covariance were used in order to assure positive total variances at all time points). Complete details of these mathematical procedures are summarized in the Appendix.

Percentile determination was made for each parameter (p) in each fetus at 22 weeks, MA, the approximate mid-point of most second-trimester size curves. The estimated p value at 22 weeks (p22) was calculated using a linear function fit to the data before 28 weeks (see “IGA” section). This procedure minimized measurement error, provided parameter values at the same time point in all fetuses and gave a reference based on several second-trimester measurements (similar to the second-trimester slope values used in the IGA method). With the data described in the previous paragraph, the expected value at 22 weeks (EV22) and its variance (Var22) were calculated as given in the Appendix. The standard deviation at 22 weeks (SD22) was the square root of Var22. The parameter value at a specified percentile for any given age (PVi) is related to the number (λi) of SD units above or below the expected value. The following function was used to calculate the PVi above the EVi for a given λi:

\[ PV_i = EV_i + (\lambda_i)(SD_i) \]

This function can be re-arranged to give the value of \( \lambda_i \) at 22 weeks for any PVi:

\[ \lambda_i = (PV_i - EV_i)/SD_i = z - score(z) \]

\[ z_{22} = (PV_{22} - EV_{22})/SD_{22} \]

The value of \( \lambda \) calculated at 22 weeks, MA (z22), for each measurement defined the percentile line that the PLM assumes to be the individual size curve of an anatomical parameter being studied in a given fetus. At subsequent time points in the third trimester, z22 and the MA-specific EVi and SDi values were used to calculate third-trimester predicted parameter values (pPVi):

\[ pPV_i = EV_i + (z_{22})(SD_i) \]

Actual measurements and predicted values were then used to calculate %Dev values [2].

**CPM**

Predicted values using CPM method require calculation of EV22, EV22 and Var22, as well as third-trimester MA-specific EVi and vari values. They also require the covariance (cov22,i) between EV22 and the third-trimester EVi values at measurement time points. In the “Appendix” section, the equations for calculating cov22,i for linear and quadratic functions are given. With these data, the predicted value at any third-trimester time point (pPVi) can be calculated using the following function [13]:

\[ pPV_i = EV_i + (PV_{22} - EV_{22})(cov_{22,i}/Var_{22}) \]

Actual measurements and predicted values were again used to calculate percent deviations [2].

**Comparisons of IGA, PLM and CPM percent deviations**

**Data transformations.**

1. Reference range normalization

The meaning of differences in %Dev values cannot be ascertained unless they are compared to the reference range specified for the parameter studied at the time of measurement. For example, a 1% difference in %Dev values is 20% of a ±5% 2SD reference range (large difference) but only 4% of ±25% 2SD reference range (small difference). Reference ranges can vary substantially with the anatomical parameter (e.g. HC) being studied and the fetal age (t) at which the %Dev measurement is made [14]. Parameter- and MA-specific reference ranges were calculated for IGA %Dev values using the method of Royston (Appendix, Reference 14). Since the expected value of any %Dev value is zero when growth is normal, these reference ranges were defined as extending from −2 SD below zero to +2 SD above zero. For subsequent analyses, each MA-specific %Dev value, obtained using any of the three methods studied [IGA (k = 1), PLM (k = 2) and CPM (k = 3)], was transformed (%T%Dev) by dividing it by the appropriate, MA-specific IGA +2SD range (to prevent a change in sign) [14]. Although the IGA value was used, any MA-specific +2SD range (i.e. from either PLM or CPM) could have been utilized. However, only IGA reference ranges are currently available. An example of these calculations, using HC, is presented below:

\[ IGA \%T%Dev_{iHC11} = \frac{\%Dev_{iHC11}}{IGA\ 2SD_{HC11}} \times 100 \]

\[ PLM \%T%Dev_{iHC12} = \frac{\%Dev_{iHC12}}{IGA\ 2SD_{HC11}} \times 100 \]

\[ CPM \%T%Dev_{iHC13} = \frac{\%Dev_{iHC13}}{IGA\ 2SD_{HC11}} \times 100 \]

This procedure expressed all %Dev values in a common form as a percentage of the appropriate reference range, maintained the original relationships between %Dev values obtained with different methods for generating predicted values, and prevented changes in sign after transformation.

2. Third-trimester %T%Dev averaging

For most fetuses in this sample, there were 3–4 (range: 2–6) transformed %Dev values in the third trimester. The number and ages of measurements varied between fetuses but were identical for the three predicted value methods studied (IGA, PLM and CPM). To obtain a more representative indicator of transformed third-trimester %Dev measurements and to
simplify subsequent analysis, the available T%Dev values for each fetus were averaged (aT%Dev) as illustrated below for HC:

\[ \text{IGA} \ aT\%\text{Dev}_{i,HC} = \frac{\sum_{i=1}^{n_i} \ T\%\text{Dev}_{i,HC}}{n_i}, \]

\[ \text{PLM} \ aT\%\text{Dev}_{i,HC} = \frac{\sum_{i=1}^{n_i} \ T\%\text{Dev}_{i,HC}}{n_i}, \]

\[ \text{CPM} \ aT\%\text{Dev}_{i,HC} = \frac{\sum_{i=1}^{n_i} \ T\%\text{Dev}_{i,HC}}{n_i}. \]

\( n_i \) = number of T%Dev values available for Fetus \( i \)

### Statistical analysis

For each fetus, the aforementioned procedure resulted in three aT%Dev values for each anatomical parameter, one for each method used to generate predicted values (a total of 27 for the 9 anatomical parameters). In evaluating the three methods for any given anatomical parameter, three criteria were assessed:

1. Which method gave the mean of the set of aT%Dev values closest to the ideal value of 0%?
2. Which method had the smallest mean of the set of aT%Dev values?
3. Which method had the smallest aT%Dev variance?

The mean of a set of aT%Dev values (mean aT%Dev) is a measure of the systematic deviates from zero and the aT%Dev variance can be considered a measure of its random variability. Both these characteristics would be minimized by a method that had the smallest mean aT%Dev value (not significantly different from zero) and the smallest aT%Dev variance. For each anatomical parameter, the mean aT%Dev value obtained with IGA, PLM and CPM were compared to zero using the t-test (\( p < 0.05 \)). Mean aT%Dev values for the three different methods were compared to each other using paired t-tests with a Bonferroni adjustment for non-independence (significance levels: IGA versus PLM and IGA versus CPM: \( p < 0.02 \); PLM versus CPM: \( p < 0.01 \)). The three aT%Dev variances were compared using the Pitman test for correlated variances [19] using the same Bonferroni adjustment employed with the paired t-tests.

A secondary analysis of these data was carried out using a two-level mixed modeling procedure. Although the analysis described above is considered adequate, its power for detecting true differences between methods is reduced. It uses only one value (the average) per fetus to represent the third-trimester T%Dev values obtained with each method instead of all values. For this reason, we repeated the analyses of systematic deviates and their variances using a two-level mixed-effects modeling procedure. This procedure and the results obtained are described in Supplementary File S1.

### Results

#### Comparisons of systematic deviates to zero

Table 1 presents the mean aT%Dev values, our measures of systematic deviates from zero, for the three methods studied in nine anatomical parameters. Their \( p \) values for the comparisons to zero are also given. For IGA, 9/9 values were not significantly different from zero. With PLM the mean values not significantly different from zero decreased to 4/9, these four (AC, ThC, AVol and TVol) being soft tissue measures. For CPM, 5/9 values were not significantly different from zero (AC, ThC, AVol, TVol and FDL).

#### Comparisons of systematic deviates between methods

Table 2 compares systematic deviates from zero for nine anatomical parameters obtained using IGA, PLM and CPM. For 8/9 parameters (exception: AVol), IGA mean aT%Dev values were smaller than those for PLM and CPM (Table 1). Seven of these differences were statistically significant when compared to the corresponding means obtained with either PLM or CPM (exceptions: AVol and TVol). Comparisons of PLM means to those for CPM indicated that seven were smaller for CPM and two for PLM (Table 1). Five of these differences were statistically significant (exceptions: AC, FDL, ThC and HDL).

#### Comparisons of deviate variances between methods

Table 3 presents 2 SD ranges for aT%Dev values obtained using IGA, PLM and CPM for the nine anatomical parameters studied. Corresponding IGA ranges were smaller for 9/9 parameters compared to those for PLM while 6/9 were smaller and 3/9 essentially the same when compared to the CPM ranges. Five statistically significant differences were

<table>
<thead>
<tr>
<th>Growth parameter</th>
<th>IGA aT%Dev mean value</th>
<th>p value*</th>
<th>PLM aT%Dev mean value</th>
<th>p value*</th>
<th>CPM aT%Dev mean value</th>
<th>p value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPD (cm)</td>
<td>5.2</td>
<td>0.19</td>
<td>25.6</td>
<td>0.0001*</td>
<td>17.4</td>
<td>0.0001*</td>
</tr>
<tr>
<td>HC (cm)</td>
<td>1.5</td>
<td>0.68</td>
<td>19.7</td>
<td>0.0001*</td>
<td>12.2</td>
<td>0.001*</td>
</tr>
<tr>
<td>AC (cm)</td>
<td>-4.3</td>
<td>0.26</td>
<td>4.8</td>
<td>0.24</td>
<td>2.3</td>
<td>0.55</td>
</tr>
<tr>
<td>FDL (cm)</td>
<td>1.1</td>
<td>0.77</td>
<td>9.6</td>
<td>0.03*</td>
<td>5.6</td>
<td>0.18</td>
</tr>
<tr>
<td>ThC (cm)</td>
<td>-0.3</td>
<td>0.94</td>
<td>-5.9</td>
<td>0.20</td>
<td>-5.3</td>
<td>0.21</td>
</tr>
<tr>
<td>HDL (cm)</td>
<td>2.1</td>
<td>0.57</td>
<td>-16.7</td>
<td>0.0001*</td>
<td>14.1</td>
<td>0.001*</td>
</tr>
<tr>
<td>ArmC (cm)</td>
<td>0.2</td>
<td>0.96</td>
<td>-32.7</td>
<td>0.0001*</td>
<td>-20.4</td>
<td>0.0001*</td>
</tr>
<tr>
<td>AVol (mL)</td>
<td>2.5</td>
<td>0.54</td>
<td>0.0</td>
<td>0.99</td>
<td>-2.4</td>
<td>0.55</td>
</tr>
<tr>
<td>TVol (mL)</td>
<td>-0.4</td>
<td>0.92</td>
<td>-5.4</td>
<td>0.28</td>
<td>-7.2</td>
<td>0.13</td>
</tr>
</tbody>
</table>

\( \text{aT%Dev} = \) average third-trimester transformed percent deviation; \( \text{BP} = \) biparietal diameter; \( \text{HC} = \) head circumference; \( \text{AC} = \) abdominal circumference; \( \text{FDL} = \) femur diaphysis length; \( \text{ThC} = \) mid-thigh circumference; \( \text{HDL} = \) humerus diaphysis length; \( \text{ArmC} = \) mid-arm circumference; \( \text{AVol} = \) fractional arm volume; \( \text{TVol} = \) fractional thigh volume.

*One sample t-test; statistical significance at \( p < 0.05 \) and designated by asterisk (*).
observed in the IGA/PLM variance comparisons (BPD, FDL, ThC, HDL and TVol) and two (ThC and TVol) in the IGA/CPM comparisons. Ranges for PLM were larger for 9/9 parameters when compared to those for CPM. Variance differences were statistically significant for five parameters (BPD, FDL, HDL AVol and TVol). The IGA 2 SD ranges were more consistent among anatomical parameters than are those obtained with either PLM or CPM.

Comparisons using two-level mixed-effects modeling procedure

There was a high degree of agreement between the results given in Tables 2 and 3 and those obtained using two-level mixed-effects modeling (Table A; Supplementary File S1). For the systematic deviates from zero, 20/27 of the comparisons were in agreement and two more (IGA versus PLM; ThC; IGA versus CPM; ThC) were almost in agreement. For variances, 21/27 values were in agreement despite the difference in variance parameters. Of the six that were not in agreement, only two involved IGA (IGA versus PLM; ThC; IGA versus CPM: ThC).

Discussion

Elimination of confounding variables

Essential to any assessment of differences between predictive size trajectory methods is the elimination of confounding variables. Only a procedure that minimizes such variables can give reliable information on how similar or different two or more methods perform. In our investigation, every effort was made to exclude variables that could affect comparisons between methods. Hence, the three different methods in our investigation were carried out under near ideal conditions. All %Dev were obtained in exactly the same way using the same measurements except that predicted values were determined with different procedures: IGA, PLM or CPM. Studies without adequate controls are likely to give less reliable results.

The first potential confounding variable is the nature of the sample used to provide comparative data. Comparison of fetal growth assessment methods requires use of samples without growth pathology. Normal fetal growth is well controlled as can be seen in the constant [20] or regularly changing [21] relationships between anatomical measurements during pregnancy.

Table 2. Comparisons of mean aT%Dev between groups.

<table>
<thead>
<tr>
<th>Growth parameter</th>
<th>IGA versus PLM aT%Dev (p value)</th>
<th>IGA versus CPM aT%Dev (p value)</th>
<th>PLM versus CPM aT%Dev (p value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPD (cm)</td>
<td>0.02*</td>
<td>0.01*</td>
<td>0.02*</td>
</tr>
<tr>
<td>HC (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>AC (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>FDL (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>ThC (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>HDL (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>ArmC (cm)</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.02*</td>
</tr>
<tr>
<td>AVol (mL)</td>
<td>0.43</td>
<td>0.06</td>
<td>0.01*</td>
</tr>
<tr>
<td>TVol (mL)</td>
<td>0.19</td>
<td>0.06</td>
<td>0.01*</td>
</tr>
</tbody>
</table>

Table 3. Comparisons of variances for average third trimester transformed percent deviations between groups.

<table>
<thead>
<tr>
<th>Growth parameter</th>
<th>IGA 2 SD range</th>
<th>PLM 2 SD range</th>
<th>CPM 2 SD range</th>
<th>IGA versus PLM variances (p value)</th>
<th>IGA versus CPM variances (p value)</th>
<th>PLM versus CPM variances (p value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPD (cm)</td>
<td>85.4</td>
<td>100.2</td>
<td>88.2</td>
<td>0.02*</td>
<td>0.10</td>
<td>0.01*</td>
</tr>
<tr>
<td>HC (cm)</td>
<td>78.4</td>
<td>87.4</td>
<td>79.2</td>
<td>0.05</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>AC (cm)</td>
<td>83.0</td>
<td>88.2</td>
<td>82.8</td>
<td>0.10</td>
<td>0.10</td>
<td>0.01*</td>
</tr>
<tr>
<td>FDL (cm)</td>
<td>82.0</td>
<td>95.4</td>
<td>88.9</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.01*</td>
</tr>
<tr>
<td>ThC (cm)</td>
<td>82.8</td>
<td>96.2</td>
<td>90.0</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.10</td>
</tr>
<tr>
<td>HDL (cm)</td>
<td>89.2</td>
<td>97.4</td>
<td>85.4</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.01*</td>
</tr>
<tr>
<td>ArmC (cm)</td>
<td>84.4</td>
<td>89.6</td>
<td>85.4</td>
<td>0.10</td>
<td>0.10</td>
<td>0.01*</td>
</tr>
<tr>
<td>AVol (mL)</td>
<td>87.4</td>
<td>95.6</td>
<td>87.0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.01*</td>
</tr>
<tr>
<td>TVol (mL)</td>
<td>85.2</td>
<td>106.8</td>
<td>101.4</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.01*</td>
</tr>
</tbody>
</table>

IGA = Individualized Growth Assessment; PLM = Percentile Line Method; CPM = Conditional Probability Method; aT%Dev = average third trimester transformed percent deviation; BPD = biparietal diameter; HC = head circumference; AC = abdominal circumference; FDL = femur diaphysis length; ThC = mid-thigh circumference; HDL = humerus diaphysis length; ArmC = mid-arm circumference; AVol = fractional arm volume; TVol = fractional thigh volume.

*Paired t-test; Bonferroni adjustment: IGA versus PLM (p = 0.02), IGA versus CPM (p = 0.02), PLM versus CPM (p = 0.01); statistical significance designated by asterisk (*).
pregnancy. Growth pathology is a result of interference with these regulatory systems [22,23]. Consequently, different interactions between disordered growth and different growth assessment methods may occur. Our longitudinal study design provided information on the neonatal growth status of each fetus that is not available in cross-sectional studies. The use of a GPR1-based, weighted, five parameter m3NGAS51 [15] for determining neonatal growth outcome accounts for the major variables confounding neonatal growth assessment. For that reason, it provides a more comprehensive basis for deciding which neonates had normal growth outcomes. All fetuses in our sample had normal neonatal growth outcomes (as indicated by the m3NGAS51 and a sample-specific normal range), providing strong evidence that this study was carried out in normally growing fetuses.

A second confounding variable is the use of a different sample to determine percentile lines from the one used to compare predicted values to actual measurements [6–9,24,25]. Percentile lines based on one sample may not be the same as those of a second sample even if both samples are from the same population. This problem was eliminated in our longitudinal study through the use of two-level statistical modeling. This statistical procedure provided the means for obtaining estimates of the expected value function coefficients and the variance components needed to determine age-specific SD from longitudinal data sets (Appendix) [13]. Expected values and SD are the statistics used in determining percentile line predictions. In our investigation, the same sample was used to determine all specific percentile lines and to calculate the predicted values that were compared with actual measurements in the third trimester.

Four other sources of variation between individuals can make comparisons of growth assessment methods unreliable: (i) anatomical parameter estimates rather than direct measurements, (ii) differences in measurement errors in specifying the growth potential parameter, (iii) differences in the number and age at different ultrasound examinations and (iv) differences in normal variability at different ages for different anatomical parameters. The present study was limited to parameters that could be directly measured using ultrasonography. Estimated WT was not evaluated because it cannot be measured directly [26]. However, the parameters used in WT estimation procedures were included so it is likely that similar results would be obtained with EWT. A linear function was fit to the data before 28.2 weeks, MA and either the slope or reference measurement (at the same fixed age for all fetuses) was defined. This procedure minimized potential errors associated with early measurement of anatomical parameters and gave reference measurements with similar characteristics. It also provided a uniform way to define “growth potential” in all fetuses for the three growth assessment methods evaluated. Applying all three methods to exactly the same large sample of fetuses and third-trimester time points eliminated sampling error between methods. Expressing the comparison measurements (%Dev) obtained with all three methods as percentages of the same reference ranges (T%Dev) resulted in a statistical parameter normalized for differences in variability over time and between parameters. The average of transformed %Dev values is a more representative indicator of T%Dev values in the third trimester therefore is appropriate for determining group characteristics and comparisons between anatomical parameters.

**Principal findings of the study**

All nine anatomical parameters evaluated with IGA gave systematic deviations that were not significantly different from zero (100%) and most were smaller than those of PLM and CPM. Comparable values for PLM and CPM were 44% and 56%. Fifty six percent of PLM deviation variances and twenty percent of PLM variances were larger than those for IGA. Approximately half of the systematic deviations for PLM and CPM were different from each other, with most being smaller for CPM. Of the nine deviation variances, 56% differed between PLM and CPM with all CPM variances being smaller. These results indicate that IGA was the optimal method for determining individualized third-trimester size standards, with CPM being better than PLM for most parameters.

**Previous studies**

**Specification of third-trimester size trajectories**

Direct comparisons of methods capable of prospectively specifying third-trimester growth trajectories are very limited. No published comparisons of IGA or PLM with CPM have been reported and only one comparison of IGA with PLM. Shields et al. [7] evaluated the relationships between predicted and actual third-trimester measurements for BPD, HC, AC and FDL in a low risk Hispanic population. They concluded that PLM gave more accurate predictions than IGA, in direct contradiction to the results presented here. However, assessment of their results requires consideration of several issues related to the validity of their conclusion: (i) IGA prediction errors were presented as absolute percentage values (combining systematic and random prediction errors) so comparisons with other IGA studies that use signed percentage values are not possible; (ii) the nature of their reported BPD measurement errors and incorrectly cited data for other parameters make direct comparison of their results to other studies difficult; (iii) percentile lines in the Shield’s study were obtained from a cross-sectional size sample from another population and many essential characteristics of this sample (e.g. number of patients, scans per patient included, fetal age determination method used, normalcy of growth) were not specified and (iv) direct comparisons of systematic and random differences were not carried out as done in the current study.

**Previous IGA, PLM and CPM investigations**

In earlier publications, IGA was used to evaluate third-trimester growth and predict birth characteristics, to detect growth and size abnormalities and to determine perinatal complication risks associated with different growth/size categories [2,7,28]. The IGA procedures in the current investigation are essentially the same as those used previously except that they were derived from a much larger sample [14].

The PLM has been used to evaluate third-trimester WT estimates and predict birth weight, detect size abnormalities and determine perinatal complication risks associated with different size categories [6–9,24,25,29,30]. Most growth analyses that have been based on individual percentile lines
were carried out at birth [8,9,29] or in the mid-to-late third trimester [6,24,25] using either single measurements [6,8,9,25,29] or the average of several measurements [7,24] taken at different time points in different fetuses/neonates. The data required for percentile line specification were obtained from the same population but a different sample [7–9,24] or from a different population [6,25,29]. Only three investigations [6,7,31] used second-trimester measurements (single or multiple varying time points in different fetuses) for percentile line specification and in only one [31] was specification data obtained from the same sample. The results of this latter study, using FDL, indicated that only 13% of fetuses remained in the quartile specified by their second-trimester measurements during the third trimester [31].

The CPM has not been previously used to specify third-trimester growth trajectories. However, it has been used to evaluate third-trimester size, predict birth weights and abdominal profile areas, detect size abnormalities and determine perinatal complication risks associated with different size categories [32–34]. Single measurements, obtained serially at 4-week intervals beginning at 20 weeks [32] or at different early [33,34] or mid [33] third-trimester time points have been used to specify subsequent conditioned reference ranges at later time points. Statistical parameters used in these calculations either came from the same sample [33,34] or from a different population [34]. The prior applications of conditional probability (e.g. generation of conditional reference ranges for use in cross-sectional evaluations) differ significantly from the objective in this investigation (e.g. generation of individual predicted size trajectories).

Novel aspects of this study

This investigation provides the most reliable comparisons between IGA and PLM in generating third-trimester size trajectory predictions. We introduce a new method (CPM) for generating such trajectories and directly compared all three approaches using two different statistical methods. Results are provided for nine fetal anatomical size parameters.

Strengths and limitations

No previous studies using either PLM or CPM have had the following characteristics of the current investigation:

(i) Use of data from a prospective, longitudinal study of fetal growth that included only fetuses with rigorously defined, normal neonatal growth outcomes.

(ii) Growth potential specification at the same time point in the second trimester, derived from multiple measurements, for all fetuses.

(iii) Calculation of predicted values using statistical parameters derived from the same sample used for the evaluation of predicted values.

These evaluations were only possible using longitudinal data sets and two-level statistical modeling. Our approach corrects for most, if not all, postulated causes for the failure of CPM to improve risk assessment based on birth weight categories [34]. These causes will most likely affect results obtained with PLM also.

An important study limitation is the possible loss of power in detecting differences resulting from the use of third-trimester aT%Dev values, instead of individual T%Dev values. However, the same analyses using two-level mixed-effects modeling based on individual T%Dev values, yielded similar results (Supplementary File S1).

Implications for research and clinical care

Our study compares three methods for generating third-trimester size trajectories in normally growing fetuses. When compared to the IGA approach, population-based percentile lines do not appear to optimally characterize the growth trajectories of individual fetuses. Such discrepancies may contradict a fundamental assumption of EFW evaluation procedures that are commonly used in clinical practice (i.e. that population percentile lines are the actual size trajectories of individual fetuses).

Conclusions

Comparisons between actual and predicted third-trimester measurements for nine fetal growth parameters indicate significant differences between IGA, PLM and CPM. Fetal size trajectories, generated using the IGA method, provide the smallest errors in individualized evaluation of normal fetal growth during the third trimester. This personalized approach may improve the detection of pregnancies that require closer surveillance or may benefit from therapeutic intervention. However, the precise relationships between deviations from normal size trajectories and adverse perinatal outcomes require further investigation. Freely available computer software called individualized Growth Assessment Program (iGAP) now permits personalized size assessment in both fetuses and neonates (http://igap.research.bcm.edu).
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### Table A1. Expected value function coefficients and variance components for growth measurements.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(B_0)</th>
<th>(B_1)</th>
<th>(B_2)</th>
<th>(\text{var}_{B0})</th>
<th>(\text{var}_{B1})</th>
<th>(\text{var}_{B2})</th>
<th>(\text{cov}_{B0,B1})</th>
<th>(\text{cov}_{B0,B2})</th>
<th>(\text{cov}_{B1,B2})</th>
<th>(\text{var})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPD</td>
<td>-4.617</td>
<td>0.579</td>
<td>-0.00548</td>
<td>0.3998</td>
<td>0.00356</td>
<td>0.000001141</td>
<td>-0.0365</td>
<td>0.00058</td>
<td>-0.00006</td>
<td>0.0333</td>
</tr>
<tr>
<td>HC</td>
<td>-16.235</td>
<td>2.113</td>
<td>-0.02064</td>
<td>8.0881</td>
<td>0.05947</td>
<td>0.00002200</td>
<td>-0.6787</td>
<td>0.01264</td>
<td>-0.00112</td>
<td>0.2738</td>
</tr>
<tr>
<td>AC</td>
<td>-9.472</td>
<td>1.308</td>
<td>-0.00357</td>
<td>13.6154</td>
<td>0.1010</td>
<td>0.00004000</td>
<td>-1.1604</td>
<td>0.02262</td>
<td>-0.00198</td>
<td>0.3574</td>
</tr>
<tr>
<td>FDL</td>
<td>-4.046</td>
<td>0.441</td>
<td>-0.00372</td>
<td>0.0245</td>
<td>0.00000</td>
<td>0.000000615</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.0258</td>
</tr>
<tr>
<td>ThC</td>
<td>-3.118</td>
<td>0.384</td>
<td>0.00422</td>
<td>5.1081</td>
<td>0.03361</td>
<td>0.00001200</td>
<td>-0.4082</td>
<td>0.00729</td>
<td>-0.00061</td>
<td>0.1557</td>
</tr>
<tr>
<td>HDL</td>
<td>-3.309</td>
<td>0.400</td>
<td>0.00382</td>
<td>1.1847</td>
<td>0.00774</td>
<td>0.000002380</td>
<td>-0.0930</td>
<td>0.00163</td>
<td>-0.00013</td>
<td>0.0144</td>
</tr>
<tr>
<td>ArmC</td>
<td>-1.433</td>
<td>0.238</td>
<td>0.00524</td>
<td>3.9379</td>
<td>0.02398</td>
<td>0.000008643</td>
<td>-0.3010</td>
<td>0.00542</td>
<td>-0.00044</td>
<td>0.0859</td>
</tr>
<tr>
<td>Log(AVol)</td>
<td>-11.340</td>
<td>4.080</td>
<td>-0.05038</td>
<td>0.04222</td>
<td>-0.1436</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0103</td>
<td></td>
</tr>
<tr>
<td>Log(TVol)</td>
<td>-11.794</td>
<td>4.4501</td>
<td>0.2875</td>
<td>0.02487</td>
<td>-0.0823</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0120</td>
<td></td>
</tr>
</tbody>
</table>

Log\(_M\) is used as independent variable in Log\(_g\), AVol and Log\(_g\), TVol functions.

Estimates obtained using REML regression analyses (SAS) [exception: FDL and RIGLS (MLwin)].

BPD = biparietal diameter; HC = head circumference; AC = abdominal circumference; FDL = femur diaphysis length; ThC = mid-thigh circumference; HDL = humerus diaphysis length; ArmC = mid-arm circumference; AVol = fractional arm volume; TVol = fractional thigh volume.
Covariance between expected values at Age 1 and Age 2:

Linear model: \[ \text{CovT1,i} = \text{varBo} + \text{var1}(\text{Age1})(\text{Age2}) + \text{covBo,B1}(\text{Age1 + Age2}) \]

Quadratic model: \[ \text{CovT1,i} = \text{varBo} + \text{varB1}(\text{Age1})(\text{Age2}) + \text{varB2}(\text{Age1})^2 (\text{Age2})^2 + \text{covBo,B1}(\text{Age1 + Age2}) + \text{covBo,B2}(\text{Age1} \cdot \text{Age2}) + \text{covB1,B2} \left[ (\text{Age1} - \text{Age2}) + (\text{Age2} - \text{Age1}) \right] \]

The square root of the total variance at a given age is the SD and 2 SD includes 95% of the measurements at that age. The reference range is determined by adding and subtracting 2 SD from the expected value. Statistical parameters used in this investigation are given in the table above: they were obtained using complete data sets (17–40 weeks, MA) without prior knowledge of the IGA results obtained with these data sets.
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